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ABSTRACT

Review-based recommender systems (RRS) have received an increasing interest since reviews greatly enhance recommendation quality and interpretability. However, existing RRS suffer from high computational complexity, biased recommendation and poor generalization. The three problems make them inadequate to handle real recommendation scenarios. Previous studies address each issue separately, while none of them consider solving three problems together under a unified framework. This paper presents LUME (a Lightweight Unbiased Multi-teacher Ensemble) for RRS. LUME is a novel framework that addresses the three problems simultaneously. LUME uses multi-teacher ensemble and debiased knowledge distillation to aggregate knowledge from multiple pretrained RRS, and generates a small, unbiased student recommender which generalizes better. Extensive experiments on various real-world benchmarks demonstrate that LUME successfully tackles the three problems and has superior performance than state-of-the-art RRS and knowledge distillation based RS.

CCS CONCEPTS

• Information systems → Recommender systems.
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1 INTRODUCTION

Online reviews are valuable feedback in recommender systems, as they provide explanations on various aspects of a product and guide users towards purchase. Due to the prevalence of online reviewing sites, Review-based Recommender Systems (RRS) have attracted a great amount of attention [1, 2, 11, 17, 25, 31, 35].

Although existing RRS provide high-quality and interpretable recommendations, they still suffer from issues such as high computational complexity, biased recommendations, and poor generalization. (1) As shown in Fig. 1 (a), since state-of-the-art RRS typically adopt deep neural networks to analyze review contents, they have much more parameters than the non-review-based, shallow recommendation models such as Matrix Factorization (MF) [12]. (2) As shown in Fig. 1(b), RRS are recently found to show sentiment bias [16], i.e., they generate more significant errors on critical users who write fewer positive reviews than on positive users who post more positive reviews. (3) As shown in Fig. 1(c), RRS make inaccurate (i.e., large median MAE) and unreliable (i.e., large variance) predictions on low-rating reviews, which are with insufficient training samples but more valuable than high-rating reviews [22]. These issues severely affect the efficiency in terms of inference time and storage cost, and the quality and fairness of recommendations, when RRS are deployed in practice.

In the literature, model compression [5, 14, 24, 28], debiasing [3, 30] and generalization [15] have been studied for RS. However, existing works address these problems separately. Furthermore, the three issues are correlated, e.g., model complexity and generalization ability, generalization ability to low-rating reviews and bias against critical users. Lacking consideration of any of the above problems will result in sub-optimal, ineffective and/or inefficient RRS that are inadequate to handle real recommendation scenarios.

Inspired by recent advances on Knowledge Distillation (KD) [8], we propose Lightweight Unbiased Multi-teacher Ensemble (LUME)
for the review-based recommendation task. LUME first captures high quality, generalizable common knowledge shared within multiple teacher RRS, and then trains a lightweight student model and mitigates the biases via a KD process. Experiments on various real-world RS datasets verify the superiority of LUME to make consistent, high-quality and unbiased review-based recommendations.

In summary, our contributions are three-fold. (1) We design a novel framework, LUME, which simultaneously alleviates high computational complexity, bias and poor generalization of RRS. (2) Unlike most existing KD-based RS that only learn from one teacher model, LUME compresses and accelerates multiple teachers by fusing common knowledge and adapting it to the student model. (3) The KD process of LUME is specially designed to handle biases.

Figure 1: (a) Number of parameters in five state-of-the-art RRS (i.e., DeepCoNN [35], MPCN [25], NARRE [2], DAML [17] and D_AITN [11]) and conventional MF (with embedding/factor size = 50). (b) RRS produce much higher Mean Square Error (MSE) on critical users $U^-$ than on positive users $U^+$. $U^-$ and $U^+$ are decided based on the sentiment scores of reviews as in [16]. (c) Averaged MAE (i.e., MAE averaged over different RRS on every sample) on one-star rating samples has a large variance and a large median value.

2 RELATED WORK
Review-based Recommender Systems (RRS). Traditional RRS have utilized latent semantic analysis [34], LDA [27] or latent factor model [20] to model reviews and provide better recommendations. Recently, deep learning based techniques such as CNN [35], MLP [11], LSTM [23, 26], and the attention mechanism [2, 17, 25] have significantly facilitated the development of RRS [31].

Biases in RRS. Several biases have been observed in RS [4], including selection bias [19], conformity bias [18], position bias [9], popularity bias [32], and exposure bias [29]. The ubiquitous sentiment bias problem [16] in RRS is hard to handle. To mitigate biases in RS, numerous debiasing methods [4] adopt causal inference methods [29], or regularization methods [3, 16].

Knowledge Distillation (KD) for RRS. A number of recent studies have investigated KD [8, 10] in RS, where a small student model learns to rank items from one large teacher models to reduce model complexity. The ranking distillation framework can be enhanced by a three-player game where a discriminator is introduced to learn the true data distribution from the teacher [28]. The student and the teacher can learn from each other simultaneously [13, 33] to enhance the interpretability or the performance of RS. For RRS, an adversarial distillation framework [5] is proposed to make review predictions.

3 OUR METHOD: LUME
As shown in Fig. 2, LUME mainly consists of two parts. Given a set of pre-trained RRS (i.e., teachers), LUME first learns a HeadTeacher model to fuse the knowledge from multiple teachers and further improves the quality of common knowledge, using three steps: label blending, teacher selection, and adaptive model update (Sec. 3.1). Then, LUME trains a student model using the guidance from the HeadTeacher, mitigates biases, and strengthens generalization in a KD process (Sec. 3.2).

3.1 Multi-teacher Ensemble
Different from existing KD-based RS [5, 14, 24, 28] that leverage a single-teacher architecture, LUME uses a multi-teacher architecture, so that the student will not be easily misled by a single teacher if the teacher performs poorly in some cases. A natural approach to fuse multiple teachers is to use an ensemble model $M^*$, parameterized by $\Theta^*$ to integrate the predictions of multiple teachers, i.e., ensemble learning [6]. However, as illustrated in Sec. 1, different RRS produce inconsistent predictions on hard cases, which introduces noise to the KD process. It is questionable whether abnormal predictions from some teachers should be incorporated into the ensemble model. To overcome the above problem, we propose the multi-teacher ensemble to generate the HeadTeacher.

Suppose that we have a number of teacher models, where each teacher model $t \in T$ gives the prediction $\tilde{X}_{u,t}$ for the rating $X_{u,t}$ of a user $u \in U$ on an item $i \in I$. The teacher models are independently pre-trained on the training set $D_S$, and they are fixed during the training phase of the later KD process.

We first use a label blending step which traverses the training set $D_S$ and removes low-quality teacher predictions to fuse outputs from multiple teachers. A label $l(t, u, i)$ is assigned for each teacher $t$ on every prediction $\tilde{X}_{u,t}$ to indicate whether the prediction should be utilized in training the HeadTeacher. If the deviation between the prediction and the actual rating, i.e., $|\tilde{X}_{u,t} - X_{u,i}|$, is larger than a predefined threshold $\zeta$, $\tilde{X}_{u,t}$ will be considered as abnormal and it will not benefit the ensemble learning.

Teacher selection. Then, the HeadTeacher takes the output of each teacher model $X_{u,t}$, if $l(t, u, i)$ equals 1, and makes a fused prediction. The HeadTeacher uses a two-layer feed-forward network (FFN). In the first layer, predictions from teachers are aggregated to generate the probabilities of different rating values:

$$z_{u,i} = w_1 \text{concatenate}(l(t, u, i)\tilde{X}_{u,t}, t \in T) + b_1,$$

(1)

where $\text{concatenate}(\cdot) \in \mathbb{R}^{|T| \times 1}$ is a concatenated vector, $z_{u,i} \in \mathbb{R}^{5 \times 1}$ indicates the probability distribution of ratings, $w_1 \in \mathbb{R}^{5 \times |T|}$ and $b_1 \in \mathbb{R}^{5 \times 1}$ are learnable weight vector and bias vector, respectively. In the second layer, different rating values are aggregated to form the predicted rating:

$$\hat{X}_{u,i} = w_2^T z_{u,i} + b_2,$$

(2)
where \( \text{w}_2 \in \mathbb{R}^{5 \times 1} \) and \( b_2 \) are learnable parameters.

**Adaptive model update.** Besides, we use a subset of the testing data as a validation set \( \mathcal{D}_V \) to improve the generalization of LUME. We derive the gradient of the HeadTeacher parameters in the validation set and carry a small number of trials to update the ensemble model. The motivation is similar to model-agnostic meta-learning [7]: Since RRS will be updated using a gradient-based method on new data (including low-rating reviews) that they can not learn well (i.e., poor generalization), LUME is designed to find model parameters that are sensitive to new data so that small changes in model parameters will produce large improvements on the loss function.

### 3.2 Knowledge Distillation

Formally, the student model is denoted as \( M' \), parameterized with \( \Theta' \), which makes predictions \( \hat{X}_{u,i} = M_{\Theta'}(P_u, Q_i) \) for each user profile \( P_u \) and item profile \( Q_i \). We construct a user profile \( P_u \) by concatenating all reviews written by user \( u \). An embedding vector is used to represent each review token, and thus a user profile is defined as \( P_u \in \mathbb{R}^{N_u \times N_v} \), where \( N_v \) is the maximal number of reviews that LUME includes in a user profile, and \( N_u \) is the number of the tokens that LUME considers for each review from its beginning. Similarly, we construct an item profile \( Q_i \) by concatenating all reviews written on item \( i \).

The architecture of the student model, as most RRS models, consists of an encoding module that learns feature representations of textual reviews and a prediction module. The goal of the student model in LUME is to make it as lightweight as possible. We experimentally find that Convolutional Neural Network (CNN), as an encoding module, generates stable performance. To reduce the computational complexity, we use the same CNN module for both user profiles and item profiles. The prediction module in the student model is a one-layer FFN that predicts the ratings in one to five stars.

The student optimizes a combined loss that helps the student mimic the behavior of the HeadTeacher via a teacher distillation loss \( L_t \), student loss \( L_s \), and mitigates biases via a debiasing loss \( L_d \), and strengthens generalization via a generalization losses \( L_g \).

The overall loss for training the student model is defined as:

\[
L = \lambda_t L_t + \lambda_s L_s + \lambda_d L_d + \lambda_g L_g,
\]

where \( \lambda_t, \lambda_s, \lambda_d, \lambda_g \) are loss weights.

**Teacher distillation loss.** Recall that the HeadTeacher contains two layers, where the output of the first layer (i.e., logits \( z_{u,i,c} \) in Eq. 1) carries ensemble knowledge from different teachers, by predicting the probabilities of one to five rating stars, i.e., \( z_{u,i,c} = Pr(X_{u,i} = c), c \in \{1, 2, 3, 4, 5\} \). However, the student outputs numerical rating values instead of discrete rating categories. Thus, the cross-entropy loss used in many KD systems [8] is infeasible for RRS.

To transfer the ensemble knowledge in \( M'' \) to \( M' \), LUME uses the logits as supervision signals and optimizes the MSE loss between logits and the student model’s output as the teacher loss \( L_t \):

\[
L_t = \sum_{u \in T, i \in I, X_{u,i}=c} \left( \sum_{c} c \cdot z_{u,i,c} - X_{u,i} \right)^2,
\]

where \( c = \{1, 2, 3, 4, 5\} \) refers to discrete ratings in RS, \( z_{u,i,c} \) is the logit output from the first layer of HeadTeacher on the neuron for \( c \) (Eq. 1).

**Student loss.** \( L_s \) in LUME is defined between the ground truth rating value \( X_{u,i} \) and the output of the student to encourage the student to make accurate predictions:

\[
L_s = \sum_{u \in T, i \in I, X_{u,i}=0} (X_{u,i} - \hat{X}_{u,i})^2.
\]

**Debiasing loss.** In the following, we use the sentiment bias, which exists in most RRS [16], as the example to illustrate how LUME mitigates biases. The idea can be generalized to other biases (e.g., popularity bias). Intuitively, to reduce sentiment bias, the student model must be enhanced to provide better predictions on negative users/items. We propose an \( E_0(S, t) \) to evaluate teacher model \( t \), based on how much the embedding vectors of negative items spread out in the batch containing samples \( S: E_0(S, t) = \sum_{X_{u,i} \in S} \left\| e_t^i - \bar{e}(S) \right\|^2 \), where \( \bar{e}(S) \) is the mean embedding vector in the set \( S \). When the best teacher model \( x \), in terms of the smallest \( E_0 \) is selected, we can use the output of \( x \) (i.e., \( \hat{X}_{u,i} \)) to guide the student model and reduce sentiment bias on negative items via the following debiasing loss:

\[
L_d = \sum_{u \in T, i \in I, X_{u,i}=0} (\hat{X}_{u,i} - \bar{X}_{u,i})^2.
\]

**Generalization losses.** The Generalization loss \( L_g \) is defined as \( L_g = \lambda_y L_y + \lambda_z L_z \). If teacher models do not agree with each other, we increase the uncertainty of student model’s output. We first select samples \( O \) in the batch (i.e., \( X_{u,i} \in S \)) using the following evaluation function: \( E_0(u, i) = \sum_{t \in T} \sum_{X_{u,i} \in S} (\hat{X}_{u,i}^t - X_{u,i})^2 \), where \( X_{u,i} \) is the average output of all teacher models for the sample \( X_{u,i} \). If the variance of teacher model outputs (i.e., \( E_0(u, i) \)) is large, LUME uses the entropy-based regularizer \( L_y \) to increase the uncertainty of the final output:

\[
L_y = \sum_{u \in T, i \in I, \hat{X}_{u,i}>0} \sum_{c=1}^{5} \phi (u, i, c) \log p(u, i, c),
\]

where \( \phi \) denotes a predefined threshold to judge whether teachers agree or not. Simply connecting a FFN layer with softmax to the prediction layer of the student, we can obtain \( p(u, i, c) = Pr(X_{u,i} = c) \), which denotes the probability that user \( u \) gives item \( i \) a rating of \( c \), where \( 0 \leq p(u, i, c) \leq 1, \sum_{c} p(u, i, c) = 1 \), and \( c \in \{1, 2, 3, 4, 5\} \).

To further enhance the generalization on low-value ratings, we present the error function \( E_g(S, t) \), to evaluate whether a teacher model \( t \) provides unbiased predictions on low ratings in a set of ratings \( S: E_g(S, t) = \sum_{X_{u,i} \in S \& X_{u,i} \leq 3} (\hat{X}_{u,i}^t - X_{u,i})^2 \). When the best teacher model \( z \), in terms of the smallest \( E_g \) is selected, we can use the output of \( z \) (i.e., \( \hat{X}_{u,i} \)) to guide the student model’s performance on low-value ratings:

\[
L_z = \sum_{u \in T, i \in I, X_{u,i}=0} (\hat{X}_{u,i}^t - X_{u,i})^2.
\]

### 4 EXPERIMENTS

Experiments are conducted on four Amazon datasets [21] and Yelp dataset. We apply 5×core pre-processing on Yelp to make sure each user/item has at least five ratings. We use 8:1:1 training/validation/test split. Five state-of-the-art RRS models are used as teacher models and competitors: DeepCoNN [35], MPCN [25], NARRE [2], DAML [17], D_ATTN [11]. Other baselines include simple RRS and state-of-the-art KD-based RS: (1) CNN: we train a student network with a CNN encoding module and a FFN prediction layer via the student loss in Eq. 5. This baseline does not
As shown in Tab. 3, we can see that LUME provides lower user sentiment bias (BU [16]) and item sentiment bias (BI [16]) than teacher models and competitors in most datasets, i.e., ratio/LUME > 1.0. By comparing LUME with CNN+KD which does not use the debiasing use KD. (2) CNN+KD: we train a student network (the same as the CNN baseline) via the teacher loss in Eq. 4 and the student loss in Eq. 5. (3) CNN+KDGATE: we train the student network (the same as the CNN baseline) with multiple teachers via a gating network [37]. (4) BD+BP: we train a BP student network using the bidirectional distillation framework [13]. Our source codes and parameter settings are publicly available1.

4.1 Recommendation Performance

We use MSE and NDCG@5, to evaluate recommendation performance. Tab. 1 shows the results. For each method, we also calculate the ratio of its performance with respect to LUME's performance, i.e., "ratio/LUME." We can observe that: (1) LUME provides superior recommendations in terms of MSE and NDCG@5 than teacher models. In most datasets, the teacher models generate worse recommendations, i.e., higher MSE with ratio/LUME > 1.0 and lower NDCG with ratio/LUME < 1.0. (2) LUME consistently outperforms other KD-based competitors for both rating prediction and top-k recommendation.

4.2 Model Complexity

We can see that the number of parameters of each KD-based method is an order of magnitude fewer than that of each teacher model in Tab. 2. Compared among KD-based methods, BD+BP has the least parameters. However, its performance is significantly worse than LUME’s as illustrated in Tab. 1. This observation shows that LUME has achieved a good balance between model complexity and recommendation quality.

4.3 Bias Mitigation and Generalization

As shown in Tab. 3, we can see that LUME provides lower user sentiment bias (BU [16]) and item sentiment bias (BI [16]) than teacher models and competitors in most datasets, i.e., ratio/LUME > 1.0. By comparing LUME with CNN+KD which does not use the debiasing

loss, we verify that debiasing loss can effectively reduce the sentiment bias. Note that, by further analyzing the results, we find that although BD+BP produces lower BU, its results are meaningless because BD+BP produces "equally" poor rating predictions (i.e., high MSE) for all users (See Tab. 1).

Similarly, we compute the popularity bias Pop, which is the recommendation performance divergence between popular items and long-tail items, and long-tail item bias Gen between high rating values and low rating values. As shown in Tab. 4, we can find that: (1) LUME consistently provides better recommendations on long-tail items and thus, produces smaller popularity bias. Except for MPNCN on Games dataset, the teacher models and other competitors generate higher popularity bias (i.e., ratio/LUME > 1.0) than LUME. (2) LUME also outperforms teacher models and competitors in terms of Gen on most datasets, showing that it has a better generalization ability and handles different cases (including low-rating cases) well.

5 CONCLUSION

The presented LUME framework addresses high computational complexity, biased recommendation and poor generalization simultaneously. LUME fuses knowledge from multiple teachers and derives a HeadTeacher to transfer the common knowledge. It can easily deal with different biases, such as sentiment bias and popularity bias, and have a stronger generalization ability on low-rating reviews.
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