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Abstract—It is crucial to model missing ratings in recommender systems since user preferences learnt from only observed ratings are

biased. One possible explanation for missing ratings is motivated by the spiral of silence theory. When the majority opinion is formed, a

spiral process is triggered where users are more and more likely to show their ratings if they perceive that they are supported by the

opinion climate. In this paper we first verify the existence of the spiral process in recommender systems by using a variety of different

real-life datasets. We then study the characteristics of two key factors in the spiral process: opinion climate and the hardcore users who

will give ratings even when they are minority opinion holders. Based on our empirical findings, we develop four variants to model

missing ratings. They mimic different components of the spiral of silence based on the spiral process with global opinion climate, local

opinion climate, hardcore users, relationships between hardcore users and items, respectively. We experimentally show that, the

presented variants all outperform state-of-the-art recommendation models with missing rating components.

Index Terms—Spiral of silence, recommender system, missing not at random, opinion climate, hardcore

Ç

1 INTRODUCTION

RECOMMENDER systems, which discover items that users
will be interested in is crucial to dissolve information

overload problem in the age of consumption. Due to its
high commercial value, the use of recommendation systems
is no longer limited to E-commerce platforms, such as Ama-
zon and Alibaba. As an indispensable module, recommen-
dation function has been widely applied on the Internet,
e.g., friend recommendation [1] on online social networking
sites, transport recommendation in map Apps [2], news rec-
ommendation in mass media [3], citation recommendation
in academic support systems [4] and so on. Therefore, rec-
ommender systems have received extensive attentions from
both research communities and industries.

Recommender Systems fulfill their task by learning user
preferences based on a collection of feedback. The major
source of feedback is ratings which explicitly express user
opinions. A number of approaches have been developed to
learn user preferences from ratings, including memory
based collaborative filtering methods [5], matrix factoriza-
tion models [6] and its probabilistic expansions [7], and
recently proposed neural networks [8]. The power of the
aforementioned recommendation algorithms is highly
dependent on the assumption that the collection of ratings
correctly reflects the users’ preferences. However, it is rare

that users tell “the truth and the whole truth” at all times.
On the contrary, ratings are often missing because the
value of ratings affects users’ willingness to give
responses. In such cases, the representativeness of the rat-
ings is degraded and the inference of a recommendation
model is distorted.

Consider, for example, a toy data set illustrated in Table 1
where Alice is not willing to give her rating on the movie
Aliens, because her true opinion is different from others.
Suppose we adopt a userKNN recommendation [9] to pre-
dict Alice’s rating on movie Eskiya, we will consider
userKNN with k ¼ 1, which is to find one nearest neighbor
who shares the most similar taste with Alice and then take
advantage of his/her ratings on Eskiya. In this toy example,
the nearest neighbor should be Diane. However, as some
ratings are missing, the system will make a wrong judge-
ment that Alice’s nearest neighbour is Bob, based on the
common item Ben-Hur that Alice and Bob have rated. Conse-
quently, the predicted rating of Alice will be similar to Bob’s,
which is 2 instead of 5.

Conventional matrix factorization models and their var-
iants [10] will also give a biased prediction, as they are
based only on observed ratings. A probabilistic explanation
has been given in [11]. Without loss of generality, a matrix
factorization model infers model parameters u by maximiz-
ing the likelihood of observed ratings pðRobsjuÞ. If the
responses X (i.e., whether a rating is given) are dependent
on the value of ratings R, then the true data likelihood (i.e.,
both observed ratings and responses) pðX;RobsjuÞ ¼
pðXjR; uÞpðRobsjuÞ is not proportional to pðRobsjuÞ. Therefore,
parameters learnt from only observed ratings are not
optimal.

Based on the above reasoning, it is crucial to take the
non-random missing responses into account, i.e., incorpo-
rate pðXjR; uÞ in the model. In the literature, MNAR mod-
els [11], [12], [13], [14], [15], [16] which assume ratings are
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Missing Not At Random mimic the generation of responses
pðRjX; uÞ. Although they have shown promising results,
most previous MNAR models are based on relatively sim-
ple heuristics, e.g., the response is associated with the rating
[12], [13], [14], or, the response is a function parameterized
by the item feature [15], [16]. Can we model the non-random
missing ratings based on insights into user behavior that are sup-
ported by theoretical social studies?

Multiple factors which can possibly cause and explain
missing ratings have been studied in the literature, e.g., feed-
back loop [17], [18], [19] or selection bias in human decision
making process [20], [21], [22]. However, the Spiral of Silence
Theory [23], which is one of the most influential (as acknowl-
edge in [24]) theories for explaining the formation and spread
of opinion, has not been quantified, tested at scale or lever-
aged over recommender systems.1 Fig. 1 illustrates the theory
and its key factors: the spiral process, the perceived opinion cli-
mate and the hardcore. The theory states that, people are less
willing to express their opinions if they perceive that they are
not supported by the majority opinion. It results in a spiral
process inwhich themajority opinion receives growing popu-
larity while other opinions are gradually pushed back. The
process reaches to a steady phase, when only the hardcore
people remain to speak up for minority opinions and the
majority opinion ultimately becomes a social norm. Though
the theory is not the only reason that missing ratings exist in
practice, it is suitable for modeling missing ratings in recom-
mender systems since it provides theoretical connections
between “opinion” (i.e., the rating valuesX) and “expression”
(i.e., the response R) [25]. Thus, it is natural to model
pðXjR; uÞ under the theory framework. Furthermore, the the-
ory distinguishes from other social theories such as “rich gets
richer”, “risk aversion”, social conformity theory [26] and
assimilation-contrast theory [27] since it provides counter-
cases, i.e., hardcore people. Thus it is more flexible and gener-
alizeswell to thewhole population.

We give an example from Amazon, the real-world rec-
ommender systems in Fig. 2 to explain the spiral process.
The x-axis represents snapshots with increasing numbers of
ratings. To reduce noise in the initial stage, we start the
trend with at least ten ratings. The y-axis represents fraction
of opinion holders. For visualization purpose, we divide
5�star ratings into positive (4,5-star ratings) and negative
opinions (1,2,3-star ratings) . In the early stages (less than 20
ratings), positive and negative opinions compete with each

other. When positive opinions become majority opinions,
we observe that the fraction of majority opinion holders
gradually increases over time. Note that this is a spiral pro-
cess while the small-scale fluctuations do not affect the over-
all upward tendency. Finally, the fraction of minority
opinions does not approach zero, which means that despite
of the dominant majority opinion, there is still a small num-
ber of hardcore users who persist their opinions.

Our goal in this paper is not to provide the only possible
explanation for missing ratings in recommender systems.
Inspired by the spiral of silence theory, we (1) provide a possi-
ble explanation that can coexist with others leading to non-ran-
dom missing ratings in recommender systems, and (2) design
better recommendation models based on the mechanism of non-
random missing ratings.

Toward these goals, we first empirically verify the exis-
tence of a spiral process (Section 2), i.e., users who perceive
to accordwith themajority opinion aremore andmore likely
to show their ratings. Depending on howwemodel the opin-
ion climate, we propose twoMNARmodels (Section 3).

We then study the properties of the hardcore users who
are counter-cases of the spiral process (Section 4). The
empirical findings of the personalities of hardcore users and
their relationships with items lead to another two MNAR
models (Section 5). We analyze the computational complex-
ity of the proposed model variants (Section 6). We experi-
mentally demonstrate the superior performance of the
proposed four variants of MNAR models (Section 7).

The practical contribution of this paper is the empirical
study which reveals the existence of spiral of silence in

TABLE 1
Predict User Ratings on Eskiya, When Alice’s Ratings on Aliens

is Hidden

Aliens Ben-Hur Casino Dangal Eskiya

Alice (2) 3 3 5

Bob 5 3 2 2

Clare 5 5 1 2

Diane 2 2 3 5

Elle 5 2 2

Fig. 1. Journey of minority fraction down the spiral of silence, which is
induced by perceived opinion climate. The journey ends when only hard-
cores remain.

Fig. 2. Example: change of fractions of positive opinion holders (4,5-star
ratings) and negative opinion holders (1,2,3-star ratings) of “The
Preacher (Patrik Hedstrom and Erica Falck)”, with different numbers of
ratings.

1. In the remaining of this paper, the Spiral of Silence theory will be
referred to as “the theory”.
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recommender systems. Though the spiral of silence has
been testified on many political issues [28], [29], [30], [31],
their results are based on hypothetical willingness in lab
environments [32]. On the contrary, we conduct large scale
empirical study on real recommendation data sets with
actual willingness. Our study is unique also because we
emphasize on the time factor of the spiral process. We give
formal definitions of the key factors in the theory, including
opinion climate and hardcores, through quantitative study
that can shed insights into niche marketing and efficient
recommendations.

Moreover, the proposed models contribute to the recom-
mendation community by integrating the effect of opinion
climate towards missing ratings in MNAR models. We fur-
ther explore the affect of other key factors of the spiral pro-
cess, e.g., the hardcores, in recommender systems by a
comprehensive comparative studies on four model variants.

2 EXISTENCE OF SPIRAL OF SILENCE

In this section, we testify the fundamental assumption of the
spiral of silence theory in recommender systems: the exis-
tence of a spiral process. This section is a revised version of
the empirical study in [33]. We focus on the scenario where
only user-item ratings are provided, which is the most com-
mon setting in recommendation systems.

We first make the general assumption that users have a
perceived public opinion in mind and have an idea of
whether they are supported by the majority opinion. For
example, on most rating sites, users are aware of the public
opinion, e.g., previous ratings are displayed on the item’s
description page [34]. Note that a few exceptions may exist,
for example, a user chooses to directly give low ratings after
a bad consumption experience. Yet the exceptions do not
affect the methodology we describe later.

We emphasize three important issues in verifying the
existence of spiral process. First, the theory does not give a
formal definition of majority opinion, especially for numerical
ratings in recommender systems. Second, the perceived
support indicates the dominance of majority opinion, i.e.,
majority opinion is strong enough to stifle debate. It is cru-
cial to distinguish items depending on whether the spiral of
process has been triggered. Third, the spiral process is
dynamic and requires trend analysis. As time goes by, the
majority opinion holders are more and more likely to show
their ratings, resulting in an monotonically increasing frac-
tion of majority opinion holders.

Therefore, in Section 2.1, we first study how to define the
majority opinion. In Section 2.2, we explain the method to
statistically testify the spiral process. We categorize items to
two groups, i.e., with and without dominant majority opin-
ion, and implement trend analysis on the fraction series of
majority opinion holders. We report our results and verify
the existence of spiral of silence in Section 2.3.

2.1 Majority Opinion

We use eight real data sets, including four Amazon product
rating datasets [35], Epinions, Ciao [36], Movielens 20M [37]
and Eachmovie [38]. All the ratings are timestamped. No
other information is provided.

Suppose every user in the recommender system per-
ceives the global opinion climate (i.e., same majority opin-
ion for every user), let r̂j;t denote the majority opinion of item
j at time t. We consider five possible definitions of the
majority opinion. The first two definitions are based on the
average ratings on the particular item.

(1) Current average rating (current): r̂j;t ¼
P

i;t0 < t

ri;j;t0=Nðj; tÞ, where ri;j;t0 ; t
0 < t is a rating given by

any user i on item j before time t,Nðj; tÞ is the number
of ratings given on item j before time t.

(2) Final average rating (final): r̂j;t ¼
P

i;t0 ri;j;t0=NðjÞ,
where ri;j;t0 is a rating given by any user i on item j ,
NðjÞ is the number of ratings given on item j. The
above two definitions assume users have a statistical
sense of item ratings.

The following four definitions assume a user likes to fol-
low opinion leaders. Hence we have to select opinion leaders
for each item, and then average their ratings, i.e., r̂j;t ¼P

i0 ri0;j;t0=Nðj; i0Þ, where i0 is an opinion leader, and Nðj; i0Þ
is the number of opinion leaders of item j. We propose four
definitions to choose opinion leaders from the set of users
who have rated the item.

(3) Active user average rating (active): the opinion
leader are the most active users in the system, i.e., i0

are the top 5 percent users with most ratings.
(4) Longest time-spanned user average rating (long):

opinion leaders are the earliest and currently active
users in the system. Since the datasets don’t provide
user registration time, we use the time range of the
rating history instead, i.e., users i0 are the top 5 per-
cent users with the longest timespan between his
first rating and last rating.

(5) Timely user average rating (timely): opinion leaders
are the early adopters of this item who are eager to
try new products and motivate other consumers, i.e.,
i0 are the top 5 percent users with earliest ratings on
this item.

(6) Regular user average rating (regular): opinion lead-
ers are regular users in the system, i.e., i0 are the
users who give at least one rating in every T months.
Note that rating frequency in the e-commerce sce-
nario may be lower than in other scenarios, we set
T ¼ 2 for Amazon datasets and T ¼ 1 for other
datasets.

We define the rating divergence dðri;j;tÞ of user i on item j
at time t as:

dðri;j;tÞ ¼ ri;j;t � r̂j;t; (1)

where ri;j;t is the rating by user i on item j given at time-
stamp t, r̂j;t is the majority opinion at time t, as defined
above.

We report the distributions of rating divergence in Fig. 3.
The distributions are dataset specific. However, the current
average rating and the final average rating have a relatively
stable performance on all datasets. Similar conclusions can
also be found in [39]. Another interesting finding is that,
between regular user average rating and longest time-
spanned user average rating, opinions of regular users are
more useful for categories with higher consumption costs
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(i.e., smaller divergence on clothes and electronics), and lon-
gest time-spanned users are more useful for categories with
lower consumption costs (i.e., on books andmovies).

2.2 Methodology

The first step is to filter items with a dominant majority
opinion. Intuitively, if an item has a strong majority opinion,
its ratings will be concentrated in a small range to form a
peak. On the contrary, if an item does not have a strong
majority opinion, the distribution of ratings will be flatter.
Kurtosis is usually adopted to measure the level of consen-
sus in social attitudes [40]. We use kurtosis to capture this
information of each item, defined by:

kðjÞ ¼ ½Eðrj � mÞ4�=½s4� � 3; (2)

where random variable rj is the rating of item j, m is the
mean of rj, s is the standard deviation of rj, and Eð�Þ is the
expectation of a random variable. A normal distribution has
kurtosis of 0. If the kurtosis is positive, the item has a

dominant majority opinion. Otherwise if the kurtosis is neg-
ative, the item does not have a clear majority opinion.

The second step is to identify a time series for each item j,
< MaðjÞs; � � � ;MaðjÞe > from time s to time e, where each
element in the sequence is the fraction of majority opinion
holders. We start with quantifying the fraction of majority
opinion holders, who give similar rating to the perceived
majority opinion.

MaðjÞt ¼
fijdðri;j;tÞ 2 ð�1;þ1Þg�� ��

Nðj; tÞj j : (3)

It is not reasonable to include all snapshots, i.e.,MaðjÞt; 1 �
t � N in the sequence. Consider, for an extreme example, the
majority opinion at the first time-stamp ^rj;t¼1 ¼ 1 is really neg-
ative, and the majority opinion at the last time-stamp ^rj;t¼N ¼
5 is quite positive. In this case, it is not fair to compare the
majority opinion holders, because they are not the same group
of people. Hence, we introduce majority opinion expression
MeðjÞt associated with item j at time t. We define it as a floor
function of the majority opinion MeðjÞt ¼ r̂j;t

� �
. We use the

floor function because fluctuations in the convergence of aver-
age rating r̂j;t is obviously limited in the range of ð�1;þ1Þ. For
example, if r̂j;t rose from 2.4 to 2.5, we see that the majority
opinion does not change because the value of majority opin-
ion expression remains MeðjÞt ¼ 2. For a period of time s �
t � e,MeðjÞt is identical, then the sequence is associated with
the item j, sðjÞ ¼< MaðjÞs; . . . ;MaðjÞe > .

Finally, we adopt the non-parametric Mann-Kendall
(MK) test to detect monotonic trends in sðjÞ. The MK test
compares each observation with its preceding observation
and computes the following MK statistic SðjÞ by

SðjÞ ¼
Xn�1

k¼1

Xn
i¼kþ1

sgnðMaðjÞi �MaðjÞkÞ; (4)

where sgn is a sign function and MaðjÞi is a time series
element.

2.3 Results

The ratings in all the datasets are transferred into a 5-star
scale in the experiment. We remove the items with less than
50 ratings in each dataset, because we need enough ratings
to fully reflect the formation of opinions. We choose to use
10 ratings as a time window to segment time intervals.

In Table 3, we report the percentages of MK positive
series, i.e., jSðjÞ > 0; 8jj=jSðjÞ; 8jj satisfying the different

Fig. 3. Distribution of dðri;j;tÞ on eight data sets, based on six different
definitions of majority opinion.

TABLE 2
Statistics of the Data Sets

Dataset #Users #Items #Ratings

Amazon-books 8,026,324 2,330,066 22,507,155
Amazon-clothes 3,117,268 1,136,004 5,748,920
Amazon-electronics 4,201,696 476,002 7,824,482
Amazon-movies 2,088,620 200,941 4,607,047
Epinions 22,166 296,277 912,441
Ciao 7375 106,797 282,650
Movielens 138,493 131,262 20,000,263
Eachmovie 61,131 1622 2,558,871
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significance levels for items with a dominant majority opin-
ion (k � 0) and without a dominant majority opinion
(k < 0). We can see that, no matter what the significance
level we choose, for items with k � 0, most items are associ-
ated with a monotonically increasing time series of majority
opinion holders. On the contrary, for items with k < 0, few
items are associated with increasing majority opinion hold-
ers. This pattern holds for all data sets. Thus we verify the
existence of a spiral process. For items with majority opin-
ion, the proportion of majority opinion holders in popula-
tion is monotonically increasing overtime until it reaches a
stable status. When a spiral of silence is not triggered, the
fraction of majority opinion holders will not increase. Note
that the verification is from the perspective of majority opin-
ion over the item universe. Though we can not exclude pos-
sible explanations from the perspective of weakening
minority opinion, e.g., items simply attract a smaller audi-
ence, our study shows that the spiral of silence exists for a
large portion of items.

Summary. In this section, we verify the existence of a spi-
ral process in a variety of real recommender systems. We
find that users whose ratings are similar to the majority
opinion will be more likely to show ratings.

3 SPIRAL PROCESS MODEL

In this section, we use the empirical findings in Section 2 to
guide the developments of two recommendation models.

3.1 Preliminaries

For MNAR models, the observations in a recommender sys-
tem include a set of ratings R ¼ fri;jg , where a rating ri;j is
given by user i to item j; and a set of responsesX ¼ fxi;jg. If
the user i has given a rating on item j, xi;j ¼ 1; otherwise,
the user does not give a rating. More symbol notations are
shown in Table 4.

For all the models presented in this paper, we assume
that there are three distinctive stages when a user consumes
an item in the recommender system: the pre-rating stage, the
rating stage to generate a rating ri;j, and the post-rating stage
to generate a response xi;j. The post-rating stages generate
fully observable response, while the rating stages generate
semi-observable ratings.

As with most matrix factorization models, we assume
that there are K hidden aspects. The user preference is
denoted as a vector ui 2 RK for user i, and the item feature

is denoted as a vector vj 2 RK for item j. To encode addi-
tional information, scalars bui and bvj denote user specific
and item specific bias. The intuition of Probabilistic Matrix
Factorization (PMF) [7] is that, a user will give a high rating
if the item matches his/her preference. The rating ri;j
approaches to uivj þ bui þ bvj, with a zero-mean Gaussian
error, where ui; vj; bui; bvj are all zero-mean Gaussian ran-
dom variables. Therefore, in the pre-rating stage, the user
preference ui, user specific bias bui, item specific bias bvj
and item features vj are generated from Gaussian distribu-
tions, bui; bvj � Nð0; s2

bÞ, ui � Nð0; s2
uÞ, vj � Nð0; s2

vÞ. In the
rating stage, the rating is generated from Gaussian distribu-
tions, ri;j � Nðuivj þ bui þ bvj; s

2
rÞ.

3.2 Global Opinion Climate Model MCO

As shown in Fig. 4, we model the spiral process where rat-
ings areMissing Conditional onOpinion climate.

In the post-rating stage, model MCO assumes that, the
user i has a perceived global opinion climate eij when rating
item j, which in this model is the average rating of item j
computed by Eq. (5). Note that we drop the subscripts i to
reflect that parameters are tied across all i.

TABLE 4
Notations

Variables Explanations

Hyper-parameters

s Variance for Gaussian distributions
� Hyper-parameters for Beta distributions

Hidden-variables

bvj Bias for item j
bui Bias for user i
ui Preference vector for user i
vj Feature vector for item j
t Strength parameter
b Hardcore persona probability
pi Binary persona variable for user i

Observations

rij Semi-observed rating on item j by user i
xij Binary Response on item j by user i
ej Perceived opinion about item j
eij Perceived local opinion climate before user i rates item j
ci Community indicator for user i
gj Group indicator for item j

Fig. 4. Plate figure for global opinion climate model MCO.

TABLE 3
Percentage of Items (%) With SðjÞ > 0, at Different

Significance Levels r

r � 0:01 � 0:05 � 0:1

Dataset k � 0 k < 0 k � 0 k < 0 k � 0 k < 0

books 75.26 4.08 77.17 7.18 77.84 8.21
clothes 84.92 4.82 88:05 7:84 88:67 9.18
electronics 82.75 3.45 85:37 5:57 85:99 6.56
movies 77.26 4:73 79:99 7:12 80:95 8:52
Epinions 80.63 6:98 84:23 10:70 85:23 12:48
Ciao 74.38 6:41 76:35 14:10 77:83 17:95
Movielens 82.06 20:84 83:56 24:69 84:50 26:53
Eachmovie 68.20 16:17 68:20 20:80 70:29 22:14
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ej ¼ Siri;jxi;j
Sixi;j

: (5)

Based on the empirical findings in Section 2, xi;j ¼ 1 has a
higher probability if the rating divergence jri;j � ejj is small.
Response xi;j is generated from Eq. (6):

P ðxi;j ¼ 1jri;j; ej; tÞ ¼ 1

expðt ri;j � ej
�� ��Þ ; (6)

where t is a strength parameter, t � Nð0; stÞ.

3.3 Local Opinion Climate Model MCC

Model MCO is based on global opinion climate, where each
user observes the same majority opinion. One may argue
that such a statistical sense of the global opinion climate is
problematic. Rather, Internet users tend to have a limited
vision of how others think and behave due to the infinite
flow of information. They perceive local opinion climates
based on communities they belong to. For example, many
recommender systems provide social services, a user is fre-
quently exposed to opinions formed by his friends, mem-
bers in his interest groups, or similar users that hold
opinions like his. For simplicity, we assume in this paper
that a user belongs to one community. Note that in practice,
a user may belong to multiple communities at the same
time, and we leave it for future work.

Henceforth, we present model MCC, Missing Condi-
tional on Community opinion climate, which is shown in
Fig. 5. Unlike MCO, MCC is based on local opinion climate,
i.e., the majority opinion a user perceives is produced by his
neighboring community. It is worthy to note that we
attempted to embed the community generation process in
the recommendation model. However, such a model leads
to a result that we can not explain, i.e., best performance is
achieved when the community number equals to two, with
most users belonging to a large community. To preserve the
explainability we externalize the community detection com-
ponent, which will be described in Section 7.

Suppose we implement community detection method to
partition the user space into C user groups. In the pre-rating
stage, each user is assigned a community indicator ci. Each
community has a different strength parameter tc � Nð0; stÞ.
The local opinion climate perceived by user i for item j is
thus the average rating of all users in community ci on item
j, as computed by Eq. (7):

ei;j ¼
Sci0 ¼ci ri0;jxi0;j
Sci0 ¼cixi0;j

: (7)

In the post-rating stage, the response xi;j is generated
from Eq. (8):

P ðxi;j ¼ 1jri;j; ei;j; ci; tÞ ¼ 1

expðtci ri;j � ei;j
�� ��Þ : (8)

4 HARDCORE

Hardcores are counter-cases of the spiral process. Once
majority opinion becomes powerful, minority opinion hold-
ers are pushed back, with only hardcore users left to display
their ratings in defiance. Hardcore users are observed in any
recommender system on every item. However, it remains
an open question whether showing ratings (which are dif-
ferent from the majority opinion) is a random choice or a
consistent behavior pattern for a user.

In this section, we first verify that hardcore personality
exists, i.e., hardcore users in one recommender system are
likely to behave hardcore in another recommender system.
Then we analyze the correlation between hardcore users
and items.

4.1 Hardcore Users

Our first question is whether hardcore is an inner character
that shapes a user’s behavior. We use the recent Yahoo!
data set. The data set contains two sets of ratings: Yahoo!
user and Yahoo!random. Yahoo!user set consists of ratings
supplied by users during normal interactions, i.e., users
pick and rate items as they wish. Yahoo!user resembles a
“traditional” recommender system, which corresponds to a
setting where users are free to hide their responses. Yahoo!
random set consists of ratings collected during an online
survey, when the same group of users in Yahoo!user set
were asked to provide ratings on exactly ten items. Yahoo!
random is different because the items are randomly selected
by the system instead of the users themselves. Yahoo!ran-
dom corresponds to a setting where users are forced to
respond, against his actual willing. Note that, in construct-
ing Yahoo!random dataset, “participants had the option of
listening to a 30 second clip of each song”2 to avoid noisy
ratings when users rate music they don’t have any opinion
on. The dataset offers a unique opportunity to testify
whether hardcore is a personality. If hardcore is an inner
character, then the user will behave similarly under differ-
ent settings. Therefore we present the following hypothesis.

Hypothesis 1 (H1). Hardcore group in the user selected setting
is similar to the hardcore group in the random setting.

Fig. 5. Plate figure for local opinion climate model MCC.

2. https://webscope.sandbox.yahoo.com/catalog.php?datatype=r
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To testify H1, we first define hardcore group as a bunch
of users who will give ratings no matter how the ratings
diverge from the majority opinion. Based on the study
in [33], we define Nh

i , which is the set of high divergent rat-
ings of user i.

Nh
i ¼ fjri;j;t � r̂j;tj > m2 þ 0:5s2 ¼ 1:7g; (9)

We compute a“hardcore” score hi for each user i by
Eq. (10).

hi ¼ jNh
i

\
Nij=jNij; (10)

where Ni is the set of ratings a user i gives to all items.
We detect hardcore groups in both yahoo data sets with

hi exceeding a threshold ~h. Then compare the hardcore
users in two subsets. For simplicity, we ignore the possibil-
ity that users use pseudonyms. We assume that each user is
unique and represents one user in RS. To see whether the
two hardcore groups are identical, we conduct Mann-Whit-
ney U test to compare the overlap percentage between the
two hardcore groups with a baseline overlap percentage
given that users behave randomly (i.e., uniformly sample
hardcore users from the two datasets). We find in Table 6
that, the two hardcore groups (~h � 0:5) in different settings
are identical, i.e., the overlap percentage of hardcore users
is significantly larger than the baseline overlap. Further-
more, we discover that non-hardcore users ( ~h < 0:5) are
different under the two settings. Therefore H1 is verified. If
a user is hardcore under one setting, he tends to be also
hardcore under another setting.

4.2 Hardcore and Items

Another question is whether hardcore is related to moral
basis. In the original theory [23], it is easy to understand
that when there is a strong moral factor to the issue being
debated, the minority opinion holders may more vocifer-
ously oppose the majority opinion, thereby create fierce con-
troversy. However, hardcore moral in recommender system
is still an unexplored problem.

We define two moral situations in Recommender Sys-
tems, one is to praise a (wrongly) criticized item (PN), the
other is to criticize an (improperly) appreciated item (CP).
Following the definition of hardcore score, we compute the
percentage of high divergent ratings under two moral situa-
tions (1) PN: we compute hPN

i ¼ jNh
i

T
NPN

i j=jNPN
i j for each

user i, where NPN
i is the set of ratings that user i gives posi-

tive feedback (i.e., ri;j � 3) to items with average negative
feedback (i.e., r̂ < 3), Nh

i is defined by Eq. (9). Thus, hPN
i

describes user i’s likelihood to give high divergent ratings
(i.e., ri;j > r̂þ 1:7; ri;j � 3; r̂ < 3) to “save” a “bad” item.
(2) CP: we compute hCP

i ¼ jNh
i

T
NCP

i j=jNCP
i j for each user

i, where NCP
i is the set of ratings that user i gives negative

feedback (i.e., ri;j < 3) to items with average positive feed-
back (r̂ � 3). Thus, hCP

i depicts the user i’s tendency to give
high divergent ratings (i.e., ri;j < r̂� 1:7; ri;j < 3; r̂ � 3) to
criticize a “good” item.

As shown in Fig. 6, in all datasets the percentage of high
divergent ratings in CP (i.e., criticizing a positive item) is
higher than the percentage in PN (i.e., praising a negative
item). A possible underlying reason is that people feel more
“obligated” to underrate a highly appreciated item than to
save a criticized item. By analyzing the values of
jNh

i j; jNPN
i j; jNCP

i j in Table 7,we can see that inmost datasets,
users generally prefer to give negative feedback on good
items (i.e., larger jNCP

i j and smaller jNPN
i j). The selection bias

could also be one possible reason that leads to the phenome-
non. As shown in Table 7, in each dataset, there are much
more items which receive average positive feedback than
itemswith average negative feedback (i.e.,P > N).

Summary. In this section we verify that (1) hardcore is a
personality with which users are likely to give deviant rat-
ings in different settings; (2) users are more likely to give
deviated ratings for items with overall positive feedback
than for items with overall negative feedback.

5 RECOMMENDATION MODELS BY HARDCORE

In this section, we develop two models based on the empiri-
cal findings in Section 4.

5.1 Hardcore User Model MCP

In model MCP, Missing Conditional on Persona, we embed
the personality of hardcore users. Hardcore users are more
likely to give ratings that are not similar to the perceived
opinion climate. Note that this model is consistent with the
model proposed in [33].

As shown in Fig. 7, in the pre-rating stage, tomodel the split
of users between hardcore and non-hardcore groups,we intro-
duce a persona variable, denoted by pi 2 R2, an 1-of-2 coding
for the persona indicator. The persona variable pi � BernðbÞ
is generated from a hardcore persona distribution. b 2 ð0; 1Þ is
generated from a Beta distribution b � Betað�a; �bÞ with
hyper-parameters �a; �b. To model the behavior of hardcore
and non-hardcore users, each persona is associated with a
strength parameter tz � Nð0; stÞ; z 2 f0; 1g.

As verified in our empirical studies, the user is more
likely to hide the rating if it is divergent to the perceived
opinion climate. Furthermore, the user is more likely to dis-
play the rating if he/she is a hardcore user pi;0 ¼ 1. These
two findings together give us the following generation pro-
cess in the post-rating stage:

TABLE 6
Percentage of Hardcore Group Overlap

Users Non Hardcore

Threshold ~h < 0:5 ~h � 0:5 ~h � 0:6 ~h � 0:7 ~h � 0:8

Actual 0.2016 0.1748		 0.0684		 0.0413		 0.0377		
Random 0.2272 0.1184 0.0304 0.0109 0.0075

		 indicates the actual overlap is significantly larger than random with signifi-
cance level p � 0:05 based on Mann-Whitney U test.

TABLE 5
Statistics of the Data Sets Used in Section 4

Dataset #users #Items #Ratings

Yahoo!user 15,400 1000 311,704
Yahoo!random 5400 1000 54,000
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P ðxij ¼ 1jrij; eij;pi; tÞ ¼
Yz¼1

z¼0

1

expðtzjrij � eijjÞpi;z ; (11)

where eij is computed by Eq. (5).

5.2 Hardcore Item Model MCM

Our last empirical finding in Section 4 indicates that hard-
core behavior is related to moral basis, i.e., different

hardcore strength for items with positive feedback and neg-
ative feedback.

Therefore, we present model MCM, Missing Conditional
on Moral basis. The plate graph of model MCM is shown in
Fig. 8. We group items on the moral basis, i.e., each item is
assigned a group indicator gj 2 f0; 1g. Items with an aver-
age rating greater than 3 belong to the positive group, and
the remaining items form the negative group. Suppose,
each group is associated with a different strength parameter
tg � Nð0; stÞ.

In the post-rating stage, the response xi;j is generated
from Eq. (12), where eij is computed by Eq. (5).

P ðxi;j ¼ 1jri;j; ei;j; tÞ ¼ 1

expðtgj ri;j � ei;j
�� ��Þ : (12)

We applyGeneralized EMalgorithms to infer the parame-
ters of model MCP and gradient descent methods to update
parameters of model variantsMCO,MCC andMCM.

6 COMPLEXITY ANALYSIS

In this section, we analyze the time complexity of the pro-
posed four models and compare them with traditional

Fig. 6. Percentage of high divergent ratings under two moral situations.
For PN, we compute hPN

i for each user i, which is the fraction of i0s high
divergent ratings out of the set of ratings that user gives positive feed-
back to items with average negative feedback. For CP, hCP

i is the frac-
tion of high divergent ratings out of the set of ratings that user gives
negative feedback to items with average positive feedback.

TABLE 7
Number of Items That Receive Negative Feedback N, Number
of Items That Receive Positive Feedback P , Average Number of

Ratings for jNh
i j, jNPN

i j and jNPN
i j in Different Datasets

Dataset N P mean(jNh
i j) mean(jNPN

i j) mean(jNCP
i j)

Amazon-books 557,074 21,950,081 0.0770 0.0183 0.0545
Amazon-clothes 275,175 5,473,745 0.0373 0.0163 0.0210
Amazon-electronics 464,815 7,359,667 0.0548 0.0261 0.0311
Amazon-movies 173,368 4,433,679 0.0765 0.0258 0.0592
Epinions 92,419 820,022 3.4501 1.4234 2.4870
Ciao 17,223 265,427 2.3429 0.6785 1.5440
Movielens 2,843,690 17,156,573 10.1836 11.3723 15.9924
Eachmovie 575,341 1,983,530 5.1109 5.2997 5.2570
Yahoo!user 172,433 139,271 6.9280 5.1154 2.8529
Yahoo!random 36,248 17,752 2.9380 1.3050 2.3270

Fig. 7. Plate figure for hardcore user model MCP.
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matrix factorization models and recommendation models
with missing rating components.

Parameters of MCO, MCM and MCC are inferred via
gradient descent algorithm. In each update, we need to cal-
culate the gradient using the information of the entire
matrix. Hence, their computation cost is OðmnKÞ, where m
is the number of users, n is the number of items, and K is
the number of dimensions. Note that in MCC, to perform
the pre-clustering step, we need to equip an external com-
munity detection method as described in Section 7.3.
Because the community detection method used is linear in
the number of users OðmÞ, the total complexity of MCC is
still OðmnKÞ. We apply the standard Expectation-Maximi-
zation algorithm to infer parameters of MCP. The E- and M-
steps require computation over all items and users, with
OðmnKÞ cost.

The complexity of training the traditional matrix factoriza-
tionmodel isOðjVjKÞ [7], where jVj is the size of observations.
However, when the missing ratings need to be modeled, the
complexity naturally extends from OðjVjKÞ to OðmnKÞ, such
as RAPMF model [12], or even higher. For example, CPT-v
and Logit-vd model [11] consider rating as multinomial varia-
bles, each update takes OðnmKDÞ, where D is the number of
distinct rating values. A special case is the PropensityMF
model [41] which keeps the complexity atOðjVjKÞ.

Overall, in terms of complexity, the four methods we pro-
posed are comparable to existingMNARmodels. As training
of recommender systems can be carried offline, it is worthy
to spendmore time on training if it can boost performance.

7 EXPERIMENT

In this section, we conduct comprehensive experiments to
validate the performance of recommendation models moti-
vated by the spiral of silence theory. Our aim is to answer
three research questions.

1) Does modeling the spiral of silence process generate
better recommendations?

2) Embedding which of the four factors can greatly
boost the performance of a recommender system,
global opinion climate, local community opinion cli-
mate, hardcore persona, or item-specific hardcore
property?

3) How do the parameters affect the performance?
Codes of the proposed models are available at https://

github.com/XMUDM/TKDE19-Spiral-of-Silence.

7.1 Experimental Setup

Datasets. To validate the model performance, we use two
standard benchmark data sets in many MNAR recommen-
dation model studies. Both of the data sets consist of test rat-
ings that are randomly missing, i.e., users are “forced” to
give ratings on randomly chosen items so that they can not
hide their ratings. The Yahoo! data set has been used in the
empirical study. It has been used to compare performances
of almost all MNAR models [11], [12], [13], [14], [15], [16].
The coat shopping data set has been used in [41]. The mod-
els are trained on the “user” data sets, and tested on the
“random” data sets. The statistics of the adopted datasets
are listed in Table 8.

Evaluation Metric. The evaluation metric is NDCG@L, i.e.,
normalized discounted cumulative gain, which is a ranking
performance measure that commonly adopted in evaluating
recommender systems with missing data [11]. We report
results up to L ¼ 10 as in the Yahoo!random data, each user
has only rated 10 items. Suppose an item at position j is
associated with a relevance score rðjÞ, the NDCG score of a
ranking system at top L results is computed by Eq. (13)

NDCG@L ¼
XL
j¼1

2rðjÞ � 1

log ð1þ jÞ =ZL; (13)

where ZL ¼ maxNDCG@L is the normalization term, which
is the maximal NDCG value obtained by the ground truth
ranking list.

7.2 Effect of Parameters

In the following, we investigate how the parameters affect
the performance of proposed model. We study the effect of
standard deviation parameters su; sv; sb on u; v; bv; bu, sr for
rating and the number of dimensions K. For simplicity, we
set su ¼ sv ¼ sb ¼ s. Due to the space limitation, we only
report the results of NDCG@10 by using different values of
K, s and sr for the basic model MCO on both datasets. We
observe similar results when L takes other values.

We first set K ¼ 5; 10; 20; 50. Fig. 9 shows that as K
increases, the performance ofmodelMCOgenerally increases.
WhenK gets too large, the performance is damaged, which is

Fig. 8. Plate figure for hardcore item model MCM.

TABLE 8
Statistics of Data Sets in Experiments

Dataset #users #Items #Ratings

Yahoo!user 15,400 1000 311,704
Yahoo!random 5400 1000 54,000
Coat Shopping user 290 300 6960
Coat Shopping random 290 300 4640
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a phenomenon generally observed in matrix factorization
models. However, the performance difference is not signifi-
cant. The turning point is K ¼ 20, which suggests that we
should setK to be a relatively small number.

Varying the value of s has a larger impact on NDCG per-
formance than varying the value of K. We set s ¼
0:05; 0:1; 0:5; 1. As shown in Fig. 10, for s < 0:5, as s

increases, the NDCG@10 increases accordingly on both
datasets. When s ¼ 1:0 the NDCG performance drops on
Coat Shopping dataset. The decrease of NDCG performance
when s ¼ 1:0 is insignificant on Yahoo! dataset. Similarly
we set sr ¼ 0:05; 0:1; 0:5; 1. As shown in Fig. 11, larger sr

increases the NDCG@10 performance on both datasets. One
possible explanation is based on the assumption of the spi-
ral of silence models. With larger variance s and sr, user rat-
ings are more possible to deviate from the opinion climate,
resulting in a larger probability of missing, i.e., smaller
pðxi;j¼1Þ based on Eq. 6. Real-world recommender systems
have very sparse data, i.e., most ratings are missing. Thus,
higher s and sr produce better performance.

7.3 Community Detection

The external community detection method for model MCC
is implemented as follows. We first construct a behavior fea-
ture vector li for each user i. Intuitively, for a better recom-
mendation performance, the community detection method
must be able to distinguish user behavior patterns. Inspired
by [42], the constructed user features is a three dimensional
vector, i.e., li ¼ ½nðiÞ; popðiÞ; divðiÞ�, where nðiÞ is the number
of ratings by user i, popðiÞ is the average popularity of items
rated by user i calculated by Eq. (14), and divðiÞ is the aver-
age rating divergence of user i calculated by Eq. (15).

popi ¼
P

j2vðiÞ mðjÞ
jvðiÞj ; (14)

where mðjÞ is a function that gets the number of ratings for
item j, vðiÞ represents the set of rated item by user i.

divi ¼
P

j2vðiÞ jri;j � r̂jj
jvðiÞj ; (15)

where r̂j is the current average rating of item j.
We then run K-means clustering on the behavior vectors.

DBI (Davies-Bouldin Index) [43] is adopted to determine
the number of clusters, i.e., the value of C. That is, we com-
pute the inter-cluster distance Sc for cluster c

Sc ¼ 1

nðcÞ
XnðcÞ
j¼1

jlj � ocj2
 !1=2

; (16)

where nðcÞ is the number of users in community c, oc is the
centroid vector of community c, which is the average vector
of all users in this community.

We also compute the intra-cluster euclidean distance
Mc;c0 for each pair of communities c; c0.

Mc;c0 ¼ koc � oc0 k2 ¼
XnðoÞ
k¼1

jok;c � ok;c0 j2
 !1=2

; (17)

where oc; oc0 2 RnðoÞ are nðoÞ-dimensional centroid vectors,
ok;c is the k-th component of the centroid vector oc. For each
cluster, we select the closest neighboring community as the
index Ic of community c.

Ic 
 max
c0 6¼c

Sc þ Sc0

Mc;c0
: (18)

The final index for C communities is averaged over all
communities.

DBIðCÞ 

P

c Ic
C

: (19)

Finally, we vary the value of C and pick the value with
the smallest DBIðCÞ. In the experiments below, the optimal
number of community for Yahoo!random dataset is C ¼ 5,
for Coat Shopping dataset C ¼ 4.

In Table 9, we compare the mean NDCG (i.e., average
overL ¼ 1; 2; . . . ; 10 ) results of the abovementionedmethod
with traditional k-means clustering that only considers rat-
ing vectors and several graph-based community detection
methods, such as the Louvain method [44], [45] and PCD
method [46]. We can see that, K-means clustering with
behavior vectors have generated the best performances.

Fig. 9. NDCG performance at top 10 items with varying values ofK.

Fig. 10. NDCG performance at top 10 items with varying s values.

Fig. 11. NDCG performance at top 10 items with varying sr values.
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7.4 Comparative Study

Competitors. We compare our models to a wide range of
available models, including conventional memory-based
and model-based collaborative filtering recommenders and
MNAR models. The competitors include (1) UKNN: the
user based K-Nearest Neighbor collaborative filtering rec-
ommender [9]; (2) IKNN: the item based K-Nearest Neigh-
bor collaborative filtering recommender [47]; (3) biasedMF:
the matrix factorization model with user bias and item
bias [6]; (4) PMF: the probabilistic matrix factorization
model [7]; (5) CPT-v and (6) Logit-vd: both from the first
MNAR models [11]; (7) PropensityMF: the principled
approach to handle selection biases and adapt matrix factor-
ization models [41] (8) RAPMF [12]: incorporates users’
response models into the probabilistic matrix factorization.
The parameters (including number of aspects K and vari-
ance s) for the above models are tuned by cross validation.

The four proposed model variants include (1) MCO :
missing conditional on global opinion climate, with the
majority opinion to be current average rating; (2) MCC:
missing conditional on local opinion climate, with the
majority opinion to be averaged over the user’s community.
User community are detected by a k-means clustering
method described above; (3) MCP: missing conditional on
hardcore persona, where each user is associated with a per-
sona variable. This is the same as the model proposed
in [33]; (4) MCM: missing conditional on moral, where items
are grouped into items with positive feedback and negative
feedback, and the hardcore strengths are different for these
two groups.

The default learning rate starts from 5� 10�8 for
u; v; bu; bv and 10�8 for t. In each iteration, we increase or
decrease the learning rate by likelihood comparison. Con-
vergence is determined after a maximal number of 1500
rounds. The default hyper parameters for our proposed
models are K ¼ 5; �a ¼ �b ¼ 2; s ¼ 0:5; sr ¼ st ¼ 1 for all
Gaussian variances. The MCC model is preprocessed with
K-means clustering with behavior vectors.

The comparative results are shown in Tables 10 and 11.
We have the following observations. (1) All the proposed
model variants based on spiral of silence outperform state-
of-the-art competitors. They perform consistently and sig-
nificantly better than all competitors in all NDCGs, on both
Yahoo!random and coat shopping data sets. This shows the
power of embedding spiral of silence theory in MNAR
models. The spiral of silence theory does not only explain
how ratings are missing in recommender systems, but also
helps to design better recommendation models. (2) The best
variant is MCC, which is to model local opinion climate by
averaging ratings over the user’s community. MCC per-
forms consistently best in terms of all NDCGs on both

datasets. The superior performance of MCC strongly sug-
gests that in future MNAR models, the community struc-
ture must be incorporated. (3) MNAR models generally
outperform traditional matrix factorization models. The
best performing competitor is PropensityMF. However, the
worst performing variant MCP still boosts the performance
of PropensityMF by about 10 percent. This result demon-
strates the competency of our model. (4) Furthermore, it is
worth-noting that the persona specific strength parameter
learnt for MCP model t1 ¼ 2:2 for non-hardcore users and
t0 ¼ 1:3 for hardcore users on Yahoo! data set and t1 ¼
1:9; t0 ¼ 0:6 on Coat Shopping data set. The interpretation
for this value is that, for the same rating that falls in the
minority opinion with high divergent jrij � eijj, a hardcore
user is more likely to display the rating than a non-hardcore
user. This result is consistent with the empirical findings.

8 RELATED WORK

In this section, we briefly introduce related work on missing
ratings in recommender systems, MNAR models, and spiral
of silence.

TABLE 10
Comparison Results on Yahoo!Random Dataset

Metric NDCG@1 NDCG@5 NDCG@10

UserKNN 0.4944 0.6582 0.7962
ItemKNN 0.4997 0.6536 0.7951
biasedMF 0.5432 0.6955 0.8172
PMF 0.5235 0.6667 0.8036
CPT-v 0.5767 0.7093 0.8275
Logit-vd 0.5724 0.7022 0.8249
RAPMF 0.5567 0.6944 0.8189
PropensityMF 0.5972 0.7207 0.8352

MCO 0.6425 0.7714 0.8616
MCP 0.6353 0.7617 0.8565
MCM 0.6369 0.7614 0.8562
MCC 0.6709 0.7908 0.8730

Underlined result indicates the variant performs significantly better than the
best of competitors with significance level p � 0:01 based on Student’s t-test.
The best performance is also boldfaced.

TABLE 9
NDCG Result of MCC Model With Different Community

Detection Methods

Method Yahoo! Coat Shopping

K-means+rating 0.6757 0.7487
Louvain 0.6794 0.7509
PCD 0.6802 0.7520
K-means+behavior 0.7062 0.7826

TABLE 11
Comparison Results on Coat Shopping Dataset

Metric NDCG@1 NDCG@5 NDCG@10

UserKNN 0.5699 0.6383 0.7224
ItemKNN 0.5878 0.6337 0.7214
biasedMF 0.4874 0.6172 0.7129
PMF 0.4959 0.5701 0.6809
CPT-v 0.5218 0.6075 0.7073
Logit-vd 0.4908 0.5754 0.6817
RAPMF 0.5164 0.6096 0.7089
PropensityMF 0.6173 0.6836 0.7612

MCO 0.6331 0.6922 0.7728
MCP 0.6313 0.6928 0.7732
MCM 0.6323 0.6942 0.7742
MCC 0.6546 0.6963 0.7752

Underlined result indicates the variant performs significantly better than the
best of competitors with significance level p � 0:01 based on Student’s t-test.
The best performance is also boldfaced.
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8.1 Missing Ratings in Recommender System

Real-world recommender systems are constrained by par-
tially observed user-item interactions where massive ratings
aremissing.Missing ratings could be caused bymultiple fac-
tors, two of which have received considerable research atten-
tion, i.e., feedback loop and user decisionmaking process.

A recommender system’s decision influences feedback
from users, which in turn influences the system’s decision,
thus creating a feedback loop. Such a feedback loop may
cause phenomenons such as echo chamber, i.e., users
exposure only to recommendations based on others like
themselves [18], popularity bias, i.e., exposure gradually
decreases over time for long-tail items [48], and filter bub-
bles, i.e., people isolated from a diversity of content [49],
and so on. Various practical methods have been proposed
to degenerate feedback loops [17], [19], [41].

The user decision making process can cause missing rat-
ings and rating bias. For example, previous research has
shown that users have a filtering operation on the set of items
based on a comprehensive consideration of multiple fac-
tors [21], which leads to missing ratings on certain items.
Other recent work showed the strength of conformity, i.e.,
users will give biased ratings in accordance with others [34],
the herding effect, i.e., new ratings follow previous rat-
ings [50], and the Assimilation-Contrast effect [51], i.e., users
will give similar ratings to historical ratings if historical rat-
ings are not far from the product quality (assimilation), while
users deviate from historical ratings if historical ratings are
significantly different from the product quality (contrast).

8.2 MNAR Models

MNAR model are probabilistic models that mimic the non-
random missing process of responses. Here, non-random
missing means the missing probability of a rating is relevant
to the (hidden) value of rating. Some models relate a missing
to simply the value of a hidden rating. For example, the earli-
est MNAR models CPT-v [11] assumes the response is sam-
pled from one of R Bernoulli distribution, where R is the
number of different discrete ratings. Similarly, RAPMF [12]
models a response as a Bernoulli distribution which is param-
eterized by the rating scores for the observed ratings while as
a step function for the unobserved ratings. MF-MNAR [14]
first models the generation of ratings, then models a response
matrix to “mask” the ratings. The response is probabilistic
function of the value of ratings.

Other models relate the missing responses to the item to
be rated. For example, the earliest MNAR models Logit-
vd [11] assumes the response is generated by a sigmoid
function governed by a parameter which is generated. The
hierarchical Poisson factorization [15] models the overall
responses for each item as a Poisson variable. The model
in [16] first introduces a variable to indicate user exposure
for each item, then models the rating generation process.

Finally, some models mix the above factors. Missing data
mechanism in [13] is modeled by a Boolean OR operation of
three Bernoulli random variable, each of which is related to
users, items, and rating values.

Instead of modeling the missing mechanism directly,
recent work [41] learns unbiased performance from data
with selection bias by adapting models and estimation

techniques from causal inference. This means that model
can train each user’s true preferences on self-selected data
and apply directly to MNAR settings. To evaluate recom-
mendation systems with MNAR ratings, appropriate surro-
gate objective functions are presented in [52] and a folding
metric is investigated in [53] to quantify the likelihood of
producing incongruous recommendations.

We can see that no previous MNAR work has been
focused on the opinion climate. Furthermore they are
unable to explain the evolution of ecology and several phe-
nomena in the recommender systems, e.g., a high rated item
gets more praises. Our work aims to reveal these hidden
patterns from a social science perspective, and thus serves
as a guiding light for future MNAR models.

8.3 Spiral of Silence

The spiral of silence theory has been widely acknowledged
as a fundamental theory to explain the formation and
spread of public opinion. The theory has been empirically
verified in many political domains. Previous empirical
study adopted a “train test” type of experiments, i.e., the
subjects are questioned about perceived opinion climate
and their willingness to discuss with a stranger on a train
about any topic. Most works [28], [29], [30], [31] observe a
positive correlation between perceived opinion climate and
willingness to rate.

However those results are based on hypothetical willing-
ness. We believe that our work is the first to verify the spiral
model in large scale real life recommender systems. More-
over, they only proved the “social conformity hypoth-
esis” [25]. Emphasis on time in the formation of the spiral
has not been reflected on themethodologies. On the contrary,
we acknowledge the dynamic nature of the spiral model.

We would like to differentiate the spiral of silence theory
with the rich gets richer (Matthew effect) cliche. The “rich gets
richer” assumption generates a similar phenomena with the
spiral process, i.e., a stronger and dominating majority opin-
ion. However, it does not relate the response to the value of a
rating. Thus it is not as beneficial in designing a MNAR rec-
ommendationmodel.

9 CONCLUSION

Recommender systems are based on personalized user
tastes. However, users are not isolated. They are highly
influenced by public opinions. In this paper we bring a
social science perspective to explain the missing ratings in
recommender systems. We verify that, in recommender sys-
tems, users will perceive the opinion climate. Users who are
supported by the majority opinion will be more and more
likely to show their ratings. We study the factors which con-
tribute to the formation of the spiral of silence, i.e. the defi-
nition of majority opinion, the existence of hardcore users
and the characteristics of a hardcore person.

To demonstrate the impact of our empirical findings, we
use the findings to guide the developments of four MNAR
recommendation models. We show that all the proposed
models outperform state-of-the-art models with and with-
out MNAR assumptions. We also experimentally show that
it is most important to model the local opinion climate, as
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users look in their community to have the sense of majority
opinion.

We believe that our work can inspire models that not
only produce good recommendation results but also pre-
serve explainability. For future work, it is in our interest to
expand the models to multiple modality. Furthermore, with
the recent advance in neural recommendation models, it
will be promising to combine the missing mechanism with
deep neural networks.
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