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ABSTRACT

Mobile Taobao Application delivers search services on multiple scenarios that take textual, visual, or product queries. This paper aims to propose a unified graph neural network for these search scenarios to leverage data from multiple scenarios and jointly optimize search performances with less training and maintenance costs. Towards this end, this paper proposes BOMGraph, BOsting Multi-scenario E-commerce Search with a unified Graph neural network. BOMGraph is embodied with several components to address challenges in multi-scenario search. It captures heterogeneous information flow across scenarios by inter-scenario and intra-scenario metapaths. It learns robust item representations by disentangling specific characteristics for different scenarios and encoding common knowledge across scenarios. It alleviates label scarcity and long-tail problems in scenarios with low traffic by contrastive learning with cross-scenario augmentation. BOMGraph has been deployed in production by Alibaba’s E-commerce search advertising platform. Both offline evaluations and online A/B tests demonstrate the effectiveness of BOMGraph.

CCS CONCEPTS

• Information systems ↔ Recommender systems.
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1 INTRODUCTION

Nowadays, it has been a common practice for E-commerce platforms to provide search services in multiple scenarios. For example, mobile Taobao, one of China’s largest E-commerce applications, offers three search scenarios, namely “visual search”, “textual search”, and “similar product search”. They are launched from different portal pages and take different queries. As shown in Figure 1, users can search in the landing page via a picture (i.e., “visual search”), or several keywords (i.e., “textual search”). Users can also click on a trigger item in the “discovery page” and search for similar products (i.e., “similar product search”).

The problem of multi-scenario search has attracted an emerging interest from both academia and industry [7, 8, 14, 29, 37]. Recent studies show that, utilizing data from multiple search scenarios can improve the overall performance of different search scenarios, and alleviate the cold start problem for scenarios with low traffic. Multi-scenario search can be achieved either by building independent models for each scenario [8, 13], or by building a unified model for all scenarios [14, 17]. The advantage of using a unified model is that the maintenance resource is significantly less [9, 24, 37].

Our goal is to design a unified Graph Neural Network (GNN) for multi-scenario search in Mobile Taobao. The reason for resorting to GNN is three-fold. Firstly, unlike existing multi-scenario search problems [3, 14, 23, 37], our queries include more complex queries,
e.g., product queries with multi-modal contents. With GNNs, the keyword queries and product queries can be naturally modeled as nodes in a unified graph, and thus different scenarios can conveniently share the same model. Otherwise, independent encoding modules are required to learn query representations, and these modules are not utilized across scenarios. Secondly, GNNs are powerful in capturing relationships [25, 30], and modeling the relationships between queries and products is crucial for search performance. Thirdly, a unified graph can reduce the time required to build and train individual graphs for each scenario.

While GNN-based E-commerce search systems have shown promising results [2, 10, 15], existing industrial solutions are restricted on a single scenario. To design a unified GNN for multi-scenario search, three key challenges must be addressed.

C1: heterogeneous information flow across scenarios An important property of mobile Taobao is the information flow across scenarios. Many users will alternate among search scenarios. As shown in Figure 1, a user wants to buy a dress, and she switches from “visual search”, to “textual search”, and to “similar product search”. Since each search scenario focuses on a different modality, she is able to clarify her preferences (i.e., “pink, french floral, slip dress, luxurious fabric”) on various aspects during this switching process. We can see that the information flow across search scenarios provides both research opportunities and challenges. On the one hand, it allows us to comprehend query intents and enrich training data for all scenarios. On the other hand, modeling heterogeneous information indistinguishably on the graph cannot capture the unique characteristics of each search scenario.

C2: learning scenario-robust item representations Although multiple scenarios share the same item universe, they emphasize different item features. For example, if a user wants to find a dress in the “visual search” scenario, the silhouette and style are most important in matching a query image. In the “similar product search” scenario, the texture of the fabric is most important in matching a trigger item. Therefore, to provide robust performance, the unified graph neural network should be able to learn item representations that encode the commonalities across scenarios and specific characteristics for different scenarios.

C3: insufficient click signals On the one hand, search performance suffers from insufficient click signals. This is more severe for low-traffic scenarios and long-tail items. On the other hand, the number of clicks received for items may vary in different scenarios.

For example, in “visual search”, items with dull photos are rarely clicked and more likely to be long-tail items, while in “similar product search”, long-tail items are more likely to have high prices. This means that the unified graph neural network must deal with data sparsity and diverse long-tail items in each scenario, by properly transferring knowledge from other scenarios.

We propose BOMGraph, Boosting Multi-scenario E-commerce search with a unified Graph neural network. To address C1, BOMGraph leverages heterogeneous information flow across scenarios by inter-scenario and intra-scenario metapaths. To address C2, on the representations fused from multiple scenarios by metapath propagation, BOMGraph identifies common knowledge and refines item representations by disentangled learning. To address C3, BOMGraph alleviates label scarcity and long-tail problems by cross-scenario data augmentation and contrastive learning.

Our main contributions are summarized below. (1) We study a novel multi-scenario learning problem that involves multi-modal E-commerce search. To the best of our knowledge, this problem has never been explored in the literature. (2) We present BOMGraph that models multi-scenario E-commerce search in a unified graph neural network, and it achieves superior performances on multiple scenarios at a limited resource cost. (3) Offline experiments on billion-scale real production data demonstrate that BOMGraph outperforms state-of-the-art competitors. BOMGraph has been fully deployed in production by Alibaba’s E-commerce search advertising platform. Our online A/B tests for seven days show that BOMGraph produces a 2.55% RPM Improvement over the existing solutions.

2 RELATED WORK

Multi-Task learning (MTL) [27, 34] and Cross-Domain Transfer Learning (CDTL) [32] have been widely studied in the literature, Multi-Scenario learning (MSL) [37], which can be seen as a special case of MTL, has shown strong performance in practical applications [3, 8, 14, 23, 24, 29, 37]. Despite the different purposes of CDTL, MTL and MSL, they all involve information sharing across domains/tasks/scenarios. Information sharing can be captured at model level and representation level. We briefly review related work based on their model architectures and representation learning.

Independent models Some pioneering works apply independent base models on each scenario and fuse the learned representations through various mapping modules, such as MLP [20], Transformer [8] or GNN [16, 27]. The fusion can be learned from shared users [20] or non-shared users [13]. However, maintaining multiple different models would consume significant maintenance resources [24]. To solve this problem, recent studies resort to building a unified model for all scenarios.

Unified model Methods that build a unified model for multiple scenarios fall into two categories, modeling scenario relationships implicitly and explicitly. The former category implements separate prediction sub-modules on top of a shared bottom structure [14, 17, 36]. The latter category utilizes auxiliary networks [3], star topology networks [24], or additional transformation layers [23] to capture relationships between scenarios explicitly.

Another line of related studies is on representation learning for MSL and MTL. Recently, disentangled representation learning and contrastive learning have received considerable research interest.

Figure 1: Multi-scenario search with multi-modal queries
Disentangled representation learning Disentanglement representation has been proven to be effective in the recommendation by disentangling user intentions through relationships between user/item [28] or given behavior sequences [18]. Disentangled representation learning is beginning to focus on cross-domain recommendation tasks. For example, DisenCDR [1] uses two mutual-information-based regularizers to disentangle scenario-shared information and scenario-specific information.

Contrastive representation learning Contrastive representation learning has shown extraordinary performance in single-scenario applications [12, 31, 35]. Unlike single-scenario recommendations, CCDR [33] designs three inter-scenario contrastive learning tasks, which can alleviate the long-tail problem. However, CCDR assumes that items should be represented similarly across scenarios, but this assumption does not hold for different or multi-modal scenarios.

Remarks Previous studies adopt extra modules to explicitly model scenario relationships, which increases the cost of computational resources. Instead, BOMGraph explicitly captures the information flow through different scenarios via metapath in a unified graph neural network, which is more resource efficient. Furthermore, there is much room to improve representation learning in a unified model for multi-scenario learning. In particular, in existing studies [1, 33], the scenario differences or even noise remains largely overshadowed by scenario relatedness.

3 METHODOLOGY

The overall framework of BOMGraph is depicted in Figure 2. First, a graph of queries, triggers and items is constructed from the multiple scenarios, and metapaths are defined (Section 3.1). The graph is fed into a multi-scenario graph encoder that obtains node embeddings by meta-path guided information propagation (Section 3.2). The item embeddings are refined by a disentangled representation module (Section 3.3). Finally, cross-scenario data augmentation and contrastive learning are incorporated (Section 3.4) in the training.

3.1 Graph Construction

We first construct a heterogeneous graph \( G = \{V, E\} \). Nodes and node types. \( V \) is a set of nodes, each node is associated with a D-dimensional embedding vector \( v \in \mathbb{R}^D \). There are three types of nodes in \( G \). When the node type is constrained, we will use \( t \) to represent a trigger node (i.e., a trigger item that is used to search products)\(^1\), \( q \) to represent a keyword node (i.e., a query keyword), and \( i \) to represent a product node. Edges and edge types. \( E = \{e_{o, v} | v \in V, \nu \in \mathcal{V}\} \) is a set of edges. Since we consider clicks and co-occurrences in three search scenarios (i.e., \( S \) for “similar product search”, \( K \) for “textual search” and \( V \) for “visual search”), there are in total seven types of edges, \( \{CE, \{OE_o\}, \{SE_o\}\} \in \{S, K, V\} \). \( CE \) represents click edges, which connect a trigger/keyword and an item that has been clicked at least once for the trigger/keyword query. \( OE_o, v \in \{S, K, V\} \) represents co-occurrence edge under each search scenario \( S, K, V \). The \( OE \) edge connects a pair of items that have been clicked by the same user under the same query, and their clicks happened in a search session of subsequent queries in 30 minutes. \( SE_o, o \in \{S, K, V\} \) represents the similarity edge that connects two items that expose similar contents in each scenario \( S, K, V \). In the implementation, we add an \( SE \) edge if the cosine similarity between displayed contents exceeds 0.85.

Next, we define intra-scenario metapaths and inter-scenario metapaths to propagate information on \( G \).

Intra-Scenario metapath Intra-Scenario metapaths are defined inside each search scenario. The intuition is to collect scenario-specific collaborative feedback along the intra-scenario metapath, and allow information to transmit to relevant queries and items.

Driven by this intuition, in the “similar product search” scenario \( S \) and “textual search” scenario \( K \), we define metapaths connecting queries (e.g., triggers \( t \) and keywords \( q \)) and items (i.e., \( i \)), along the click edges \( CE \):

\[
\begin{align*}
M^S_t &= t \xrightarrow{CE} i \xrightarrow{CE} \iota', M^S_i &= i \xrightarrow{CE} t \xrightarrow{CE} \iota', \\
M^K_q &= q \xrightarrow{CE} i \xrightarrow{CE} \iota', M^K_i &= i \xrightarrow{CE} q \xrightarrow{CE} \iota'.
\end{align*}
\]

\(^1\)Note that trigger items are always selected from the products in the display page. This means that for every trigger item in the item universe, it has a trigger node and a product node.

\(^2\)In mobile Taobao application, different search scenarios may expose different item contents, e.g., different fragments of product descriptions, different images, and so on. The construction of similarity edges is based on the exposed contents. Thus, the similarity edges are different in each scenario.
For example, $M^S_2$ starts from a trigger node $t$, passes an item node $i$ that has been clicked (i.e. a click edge CE) for this trigger $t$, to another trigger node $t'$ that has clicked $i$. Thus, this metapath $M^S_2$ collects the collaborative feedback in scenario $S$ and links trigger items $t, t'$ with similar preferences (i.e., the same product is preferred for $t, t'$). $M^K_2, M^K_0, M^K_1$ are defined in a similar manner.

In the ‘visual search’ scenario $V$, due to the fact that users generally take photos that do not exist in the item universe, it is infeasible to construct query nodes in this scenario. Thus we can not define metapaths to combine query and item nodes. Instead, the metapath collects collaborative feedback through co-occurrence and similarity edges.

$$M^V_1 = i \xrightarrow{OE} i' \xrightarrow{SE} i''$$

where the metapath $M^V_1$ passes from an item $i$, through a relevant item $i'$ that has been clicked with $i$ at least once (i.e., a co-occurrence edge $OE$), to another visually and textually similar item $i''$ (i.e., a similarity edge $SE$).

**Inter-Scenario metapath** Different from existing retrieval models based on heterogeneous network [6], in addition to intra-scenario metapaths, we define inter-scenario metapaths to capture cross-scenario information flow. The intuition is to connect items in different scenarios with similar contents through similarity edge, so that information can flow across scenarios and inter-scenario commonalities can be exploited. In particular, we define three metapaths across the three scenarios in different orders.

$$M^K_{V-S} = i \xrightarrow{SE} i' \xrightarrow{SE} i''$$

$$M^K_{S-V} = i \xrightarrow{SE} i' \xrightarrow{SE} i''$$

For example, $M^K_{S-V}$ describes information flow from an item $i$ in the similar product search scenario $S$, via $i'$ which is similar in textual search $K$, to another similar item $i''$ in the visual search scenario $V$. Similarly, $M^K_{V-S}$ travels from the textual scenario, through the visual search scenario, to the similar product search scenario. $M^K_{S-K}$ starts from the visual search scenario and ends in textual search scenario. Note that the three inter-scenario metapaths utilize content similarity (i.e., SE edges) to aggregate information from different scenarios. It is unnecessary to cover all possible orderings and all node types. Instead, we only connect product nodes $i$, as the query node embeddings and trigger node embeddings will be updated by linking intra-scenario and inter-scenario metapaths.

### 3.2 Multi-Scenario Graph Encoder

**Metapath-based sub-graph sampling** Scalable GNNs learn node embeddings by aggregating from neighbors in the sampled sub-graph [10]. To ensure that cross-scenario information is aggregated, we design metapath-based sub-graph sampling. The motivation is to distinguish information flow within and across scenarios. For each node $v \in V$, where $v$ can be a trigger/query/item node, we sample along each scenario’s intra-scenario metapath that starts from $v$ to form $C^\text{intra}_o \mid v \in S, K, V$. We also form $C^\text{inter}_o \mid v \in S, K, V$ by selecting nodes along each inter-scenario metapath that starts from scenario $o$. Specifically, we randomly sample three nodes in the one-hop neighbor and three nodes in the two-hop neighbor, respectively. To prevent over-exploiting data bias, if the sampled neighbor constitutes a pair of positive pairs in the mini-batch, we discard it and re-sample until the sample size is achieved.

**Graph node encoder** Previous work[25] pointed out that the aggregation effect of GAT (Graph Attention Network) [25] is better than that of GCN [30], so we use GAT as the graph encoder backbone. Let’s define $v = \text{GAT}(v^0, G_o)$ as the embedding of node $v$ on the subgraph $G_o$ by GAT, where $v^0$ is the initialized embedding vector.

To initialize item node embedding $i^0$ and trigger node embedding $t^0$, we concatenate the one-hot ID embeddings, image feature embedding, and text feature embedding from product titles and pass them through a fully connected layer. The initial query node embedding $q^0$ is obtained by concatenating ID embeddings and text feature embeddings.

For a query $q$, or a trigger node $t$, since their representations are only utilized on the particular scenario (i.e., $q$ for “visual search” $K$ and $t$ for ‘similar product search’ $S$), we should focus on intra-scenario information flow. Thus their embeddings are obtained in a scenario-specific manner, on intra-scenario metapath-guided subgraphs, as shown below:

$$q = W \ast \text{GAT}^\text{intra}(q^0, C^\text{intra}_q),$$

$$t = W \ast \text{GAT}^\text{intra}(t^0, C^\text{intra}_t).$$

Since three scenarios share the same item universe, in deriving the item representation $i$, we take into account intra-scenario and inter-scenario information flow. As shown in Figure 3, we first derive the item representation on each scenario. We utilize three GAT encoders, to combine information from intra-scenario, inter-scenario, and scenario-shared information flow:

$$i^\text{intra}_o = \text{GAT}^\text{intra}(i^0, C^\text{intra}_o) + \text{GAT}^\text{shared}(i^0, G^\text{intra}_o),$$

$$i^\text{inter}_o = \text{GAT}^\text{inter}(i^0, C^\text{inter}_o),$$

$$i = W^i \ast |i^\text{intra}_o|, o \in S, K, V.$$
where $GAT^{\text{intra}}$ are GAT networks with scenario-specific parameters to learn item representations on intra-scenario metapath-guided subgraphs. $GAT^{\text{shared}}$ is another GAT network on intra-scenario metapath-guided subgraphs. The parameters of $GAT^{\text{shared}}$ are shared across scenarios. The role of $GAT^{\text{shared}}$ is to exploit the correlations among scenarios by shared parameters. $GAT^{\text{inter}}$ is a GAT network that learns on inter-scenario metapath-guided subgraphs.

### 3.3 Disentangled Representation

We keep the query embedding and trigger embedding obtained by Equation 4 unchanged, and feed the item embedding obtained by Equation 5 to the disentangled representation module, which consists of three steps.

**Representation Dissociation (RD)** We argue that a more robust item representation must reflect the commonalities and subtle differences between scenarios, instead of simply fusing information across scenarios.

We thus fine-tune the item representation in Equation 5 by decoupling it into $M$ independent counterparts. These counterparts can correspond to specific characteristics that different scenarios concentrate on. Note that we do not enforce $M$ to be the number of scenarios, because it is possible that two scenarios favor the same set of item features (i.e., the same counterpart).

Formally, given $i$ output by Equation 5, we project it into $M$ feature spaces, as shown below:

$$f^m = \frac{\sigma(W^m_i + b^m)}{\|\sigma(W^m_i + b^m)\|_2}, \quad m = 1, 2, ..., M,$$

where $W^m, b^m$ are the trainable parameters of space $m$.

As shown in Figure 2, to preserve that the $f^m$ are independent counterparts, we introduce $L^{\text{RD}}$, as shown below:

$$L^{\text{RD}} = \frac{1}{M} \sum_{m=1}^{M} -\log \frac{\exp(f^m \cdot f^m / \tau)}{\sum_{m'=1}^{M} \exp(f^m \cdot f^m / \tau)},$$

where $\tau$ is a temperature parameter.

**Common knowledge Transfer (CT)** We then use the counterparts to derive commonalities among scenarios. This can be achieved by transforming one counterpart and regulating it to reflect common knowledge. Without loss of generality, we can apply the transformation on the last orthogonal feature space $F^M$. That is, we feed $F^M$ to a feed-forward layer, as shown below:

$$z = W F^M + b,$$

where $z$ is the transferred feature from $F^M$, $W \in \mathbb{R}^{F \times F}$ and $b \in \mathbb{R}^F$ are the trainable parameters.

Since $z$ reflects common knowledge among the counterparts, it should capture common patterns in $F^m$. Inspired by the domain alignment loss [4], we regulate $z$ to capture the element-wise variance of other counterparts:

$$L^{\text{CT}} = \frac{1}{M-1} \frac{1}{F^2} \sum_{i \in \mathcal{B}} \sum_{m=1}^{M-1} \frac{(F^m \cdot F^m - z_a \cdot z_b)}{\sum_{(a,b) \neq (i,i)} (F^m \cdot F^m - z_a \cdot z_b)},$$

where $F$ is the dim of the disentangled feature, $\mathcal{B}$ is the mini-batch of samples, $a, b$ are the column indexes, and $z_a \cdot z_b$ is the product of the $a$-th and $b$-th columns of vector $z$.

**Centroid Alignment (CA)** We fine-tune item embeddings by merging the disentangled counterparts $F^m$ and the common knowledge $z$:

$$\tilde{i} = \sum_{m=1}^{M} f^m + z.$$  

For a more stable performance, we can encourage the centroid of refined item embeddings $i$ to align with the centroid of original item embeddings $i$ and avoid $i$ drifting to a distant region.

$$L^{\text{CA}} = \frac{1}{|\mathcal{B}|} \sum_{i \in \mathcal{B}} \frac{1}{M} \sum_{m=1}^{M} \| f^m - \frac{1}{|\mathcal{B}|} \sum_{i \in \mathcal{B}} f^m \|_2.$$  

The overall objective in Disentangled Representation is:

$$L^{D} = \beta_1 L^{\text{RD}} + \beta_2 L^{\text{CT}} + \beta_3 L^{\text{CA}},$$

where $\beta_1, \beta_2, \beta_3$ are the hyper-parameters.

### 3.4 Cross-scenario Augmentation and Contrastive Learning

The long-tail problem has always been a tough problem in e-commerce. We present two strategies to address this problem.

**Cross-scenario data Augmentation** As mentioned in Section 1, long-tail items differ in various search scenarios. The training signals of long-tail items in one scenario can be enriched by exploring user feedback in other scenarios, where they can receive more clicks. Therefore, we implement cross-scenario augmentation at the data level, using items with high similarity between scenarios to supplement the current scenario’s training samples. The process proceeds as follows. On the current scenario, if a query-item pair $(q, i)$ connects to an item $i$ which receives less than three clicks, then we use similarity edge $SE$ to find items $i'$ that are highly similar to $i$ in other scenarios. We select top-5 items $i'$ based on their similarity. These top-5 items are constructed as the new query-item pairs $(q, i')$.

We optimize the pair-wise supervised loss. For a query $q$ or a trigger $t$, an item $i$ that has been clicked under the query (or is constructed by cross-scenario data augmentation as above) is treated as the positive sample. We randomly sample $M$ other items $i^{-}$ under the same category as negative samples. The InfoNCE loss[22] in supervised-learning is defined as follows:

$$L^{O} = \sum_{x, y \in \mathcal{B}} -\log \frac{\exp(\text{sim}(x, y') / \tau)}{\sum_{z \in N^{-}} \exp(\text{sim}(x, z) / \tau) + \exp(\text{sim}(x, y') / \tau)},$$

where $N^{-}$ represents the negative sample set. $x$ is either the query embedding or the trigger embedding $q, t$ defined in Equation 4.

**Contrastive Learning** Recent study[26] suggests that GNNs have a poor performance in uniformity and make it difficult to retrieve long-tail items because popular items may cluster together. Inspired by this, we additionally utilize contrastive learning to address the long-tail problem. The motivation of contrastive learning is to shorten the distance between the anchor item and positive items while increasing the distance between the anchor item and negative items. By using contrastive learning, the distribution of samples in the feature space is more uniform. Formally, we define the contrastive loss:

$$L^{\text{CT}} = \frac{1}{|\mathcal{B}|} \sum_{i \in \mathcal{B}} -\log \frac{\exp(\text{sim}(i, y') / \tau)}{\sum_{z \in N^{-}(i)} \exp(\text{sim}(i, z) / \tau) + \exp(\text{sim}(i, y') / \tau)},$$

where $y'$ is the positive sample obtained by passing the anchor item embedding to a dropout layer. We use the rest items in a batch.
as the negative samples. The keeping probability of the dropout layer is \( p_d \). \( \text{sim}(\cdot, \cdot) \) denotes cosine similarity between two vectors. **Joint training** Finally, the overall loss includes the objective in supervised-learning \( L^O \), the contrastive loss \( L^{CL} \), the regulation loss in disentangled representation \( L^D \):

\[
L = \sum_{i=1}^{N} (L^O + \lambda_1 L^D + \lambda_2 L^{CL}),
\]

where \( \lambda_1, \lambda_2 \) are the hyper-parameters.

## 4 Offline Evaluation

In this section, we conduct extensive experiments on offline datasets to study the following research questions:

**RQ1** Did BOMGraph improve search performance on multiple scenarios?

**RQ2** How well did each component in BOMGraph perform?

**RQ3** Can BOMGraph alleviate the long-tail problem?

**RQ4** How was BOMGraph affected by its hyper-parameter setting?

### 4.1 Experimental Setup

**Datasets** For training the models, we collect search logs in mobile Taobao within a seven-day period on the visual search and textual search scenarios. Since traffic of the similar product search scenario is relatively lower, we gather search logs in 90 days on the similar product search scenario. Each record in the search log includes various attributes of the item, such as its ID, category, price, sales data, images, and title. During preprocessing, we eliminate query-item interactions that occur less than five times in a seven-day period for visual and textual search scenarios, and less than three times in a 90-day period for similar product search scenario. We select the actual queries on the next day of the training period as a testing set. For each query, we use the actual clicked items as the ground truth to evaluate the model performance. We report the key statistics of the three scenarios in Table 1, including the number of nodes and edges in the training set and the number of queries and actual clicks in the testing set. A similar product search scenario contains the largest amount of items, but it is the most sparse dataset.

**Implementation** The input product title and textual query embeddings are 50-dimensional vectors extracted from a word2vec model pretrained on a large scale E-commerce corpus. The input product image and Visual query embeddings are 512-dimensional vectors extracted from a metric learning model trained on an e-commerce platform visual search dataset. The node embedding size after GAT is 128. The FC layers size in the disentangled representation is 128. The number of independent counterparts \( M \) in Equation 6 is 3. In order to balance the magnitude of three loss terms in the disentangled representation module, we set the hyperparameters \( \beta_1, \beta_2, \beta_3 \) are 0.5, 0.7, 0.2 respectively. Except in Section 4.5, the dropout rate to derive similar item embedding in contrastive learning is \( p_d = 0.7 \) since it produces the best performance in hyper-parameter tuning. We set the optimization coefficients \( \lambda_1 = 0.02, \lambda_2 = 0.0001 \) to balance the value of each loss term. BOMGraph is trained using Adagrad optimizer. Batchsize is 256 for each scenario, and the epoch is 3. The shape of query and item embedding learned by BOMGraph is 128. Finally, we use ANN search [19] to recall the top-K relevant items in the same category with the query and evaluate the metrics. The purpose is to filter out items that belong to significantly different categories from the query and enhance performance. For product queries, the query category is already available. For keyword and visual queries, we use pretrained BERT[5] and ResNet[11] embeddings to predict the query’s category.

**Evaluation Metrics** We adopt commonly used evaluation metrics [3, 9, 21, 37], such as Normalized Discounted Cumulative Gain (NDCG)@100/200, Hit Ratio (HR)@100/200, and Mean Reciprocal Rank (MRR)@100/200. The higher the metric value is, the more accurate the returned results are.

### 4.2 Comparative Study

**Baselines** We compare BOMGraph to several industry-scale GNNs for single scenario graph. (1) GraphSage [10] generates embeddings by sampling and aggregating features from a node’s local neighborhood instead of training individual embeddings for each node. (2) AdaptiveGCN [15] proposes a novel spectral graph convolution network that feeds on diverse graph structures and customizes spectral filter that combines neighborhood topological features. (3) LasGNN [3] is a metapath-based graph neural network, which samples the neighbors layer-wise along the intra-scenario metapath and then aggregates messages on the constructed subgraph. We also compare BOMGraph to GNNs that can be implemented on a large-scale heterogeneous graph of multiple scenarios. (4) MSGraph [1] is a multi-scenario graph neural network that samples neighbors layer-wise only along the intra-scenario metapath, and then aggregates messages within the constructed intra-subgraph from the large multi-scenario graph.

We report the results of different methods on each search scenario in Table 2. The GraphSage, AdaptiveGCN, LasGNN baselines are trained and tested on the same scenario because they are incapable of modeling multi-scenario problems. The MSGraph is trained with all three scenarios to obtain maximal performance, and it is tested on different single scenarios. BOMGraph is trained with different combinations of scenarios to evaluate the impact of adding different scenarios. For example, BOMGraph-SKV suggests that BOMGraph is trained with a similar product search dataset and textual search. Note that since the similar product search scenario is the largest dataset, we always incorporate it in the joint training.

From Table 2, we have the following observations. (1) **BOMGraph-SKV consistently achieves best results on all search scenarios**, which demonstrates the superiority of joint learning multi-scenario search. The proposed BOMGraph-SKV boosts the HR@100, HR@200, MRR@100, MRR@200, NDCG@100, NDCG@200 by 11.6%, 9.3%, 14.4%, 14.3%, 13.4%, 12.4% respectively, in similar product search scenario, compared with the best baseline LasGNN. In the visual search scenario, BOMGraph-SKV boosts the HR@100, MRR@100, NDCG@100 by 5.8%, 16.7%, 12.1%, respectively. In the visual search scenario, BOMGraph-SKV boosts the HR@100, MRR@100, NDCG@100 by 23.2%, 27.7%, 24.8% respectively. (2) We observe that **combining more search scenarios improves ranking performance of BOMGraph**. For example, BOMGraph-SKV, which combines three scenarios, outperforms model variants that combine two scenarios

---

3[https://github.com/alibaba/euler](https://github.com/alibaba/euler)
Table 1: Dataset statistics

<table>
<thead>
<tr>
<th>Scenario</th>
<th>#Queries Training</th>
<th>#Items Training</th>
<th>#Clicks Training</th>
<th>#Co-Occurrence Edges Training</th>
<th>#Similarity Edges Training</th>
<th>#Queries Testing</th>
<th>#Clicks Testing</th>
</tr>
</thead>
<tbody>
<tr>
<td>Similar product search</td>
<td>41,091,137</td>
<td>152,947,641</td>
<td>183,516,724</td>
<td>62,617,406</td>
<td>82,390,475</td>
<td>618,371</td>
<td>646,935</td>
</tr>
<tr>
<td>Textual search</td>
<td>142,715,949</td>
<td>46,562,213</td>
<td>1,015,194,641</td>
<td>28,569,906</td>
<td>42,882,795</td>
<td>6,040,132</td>
<td>190,004,120</td>
</tr>
<tr>
<td>Visual search</td>
<td>199,804,270</td>
<td>74,925,225</td>
<td>N/A</td>
<td>44,392,019</td>
<td>65,311,323</td>
<td>4,954,787</td>
<td>14,970,884</td>
</tr>
</tbody>
</table>

Table 2: Search performance of different models on each search scenario. The best performance is shown in bold font.

<table>
<thead>
<tr>
<th>Scenario</th>
<th>Model</th>
<th>HR@100</th>
<th>HR@200</th>
<th>MRR@100</th>
<th>MRR@200</th>
<th>NDCG@100</th>
<th>NDCG@200</th>
</tr>
</thead>
<tbody>
<tr>
<td>Similar product</td>
<td>GraphSage</td>
<td>0.4359</td>
<td>0.5134</td>
<td>0.0777</td>
<td>0.0782</td>
<td>0.1465</td>
<td>0.1573</td>
</tr>
<tr>
<td>search (S)</td>
<td>AdaptiveGCN</td>
<td>0.4434</td>
<td>0.5138</td>
<td>0.0825</td>
<td>0.0830</td>
<td>0.1531</td>
<td>0.1630</td>
</tr>
<tr>
<td></td>
<td>LasGNN</td>
<td>0.4805</td>
<td>0.5466</td>
<td>0.1103</td>
<td>0.1107</td>
<td>0.1831</td>
<td>0.1924</td>
</tr>
<tr>
<td></td>
<td>MSGraph-SKV</td>
<td>0.4713</td>
<td>0.5382</td>
<td>0.1003</td>
<td>0.1005</td>
<td>0.1715</td>
<td>0.1809</td>
</tr>
<tr>
<td></td>
<td>BOMGraph-SK</td>
<td>0.5314</td>
<td>0.5939</td>
<td>0.1231</td>
<td>0.1235</td>
<td>0.2042</td>
<td>0.2129</td>
</tr>
<tr>
<td></td>
<td>BOMGraph-SV</td>
<td>0.5234</td>
<td>0.5872</td>
<td>0.1207</td>
<td>0.1212</td>
<td>0.2005</td>
<td>0.2094</td>
</tr>
<tr>
<td></td>
<td>BOMGraph-SKV</td>
<td>0.5363</td>
<td>0.5976</td>
<td>0.1262</td>
<td>0.1266</td>
<td>0.2077</td>
<td>0.2163</td>
</tr>
<tr>
<td>Textual search</td>
<td>GraphSage</td>
<td>0.3967</td>
<td>0.4887</td>
<td>0.0739</td>
<td>0.0747</td>
<td>0.1279</td>
<td>0.1401</td>
</tr>
<tr>
<td>(K)</td>
<td>AdaptiveGCN</td>
<td>0.4027</td>
<td>0.4907</td>
<td>0.0742</td>
<td>0.0749</td>
<td>0.1357</td>
<td>0.1481</td>
</tr>
<tr>
<td></td>
<td>LasGNN</td>
<td>0.4141</td>
<td>0.5019</td>
<td>0.0746</td>
<td>0.0791</td>
<td>0.1359</td>
<td>0.1479</td>
</tr>
<tr>
<td></td>
<td>MSGraph-SKV</td>
<td>0.4089</td>
<td>0.4979</td>
<td>0.0721</td>
<td>0.0776</td>
<td>0.1332</td>
<td>0.1457</td>
</tr>
<tr>
<td></td>
<td>BOMGraph-SK</td>
<td>0.4344</td>
<td>0.5212</td>
<td>0.0851</td>
<td>0.0858</td>
<td>0.1513</td>
<td>0.1634</td>
</tr>
<tr>
<td></td>
<td>BOMGraph-SV</td>
<td>0.4382</td>
<td>0.5237</td>
<td>0.0871</td>
<td>0.0877</td>
<td>0.1538</td>
<td>0.1657</td>
</tr>
<tr>
<td></td>
<td>BOMGraph-SKV</td>
<td>0.5363</td>
<td>0.5976</td>
<td>0.1262</td>
<td>0.1266</td>
<td>0.2077</td>
<td>0.2163</td>
</tr>
<tr>
<td>Visual search</td>
<td>GraphSage</td>
<td>0.2633</td>
<td>0.3181</td>
<td>0.0511</td>
<td>0.0517</td>
<td>0.0897</td>
<td>0.0913</td>
</tr>
<tr>
<td>(V)</td>
<td>AdaptiveGCN</td>
<td>0.2721</td>
<td>0.3275</td>
<td>0.0521</td>
<td>0.0528</td>
<td>0.0942</td>
<td>0.0964</td>
</tr>
<tr>
<td></td>
<td>LasGNN</td>
<td>0.2906</td>
<td>0.3434</td>
<td>0.0574</td>
<td>0.0577</td>
<td>0.1021</td>
<td>0.1095</td>
</tr>
<tr>
<td></td>
<td>MSGraph-SKV</td>
<td>0.2887</td>
<td>0.3409</td>
<td>0.0553</td>
<td>0.0561</td>
<td>0.1001</td>
<td>0.1079</td>
</tr>
<tr>
<td></td>
<td>BOMGraph-SV</td>
<td>0.3526</td>
<td>0.4066</td>
<td>0.0691</td>
<td>0.0695</td>
<td>0.1246</td>
<td>0.1331</td>
</tr>
<tr>
<td></td>
<td>BOMGraph-SKV</td>
<td>0.3581</td>
<td>0.4189</td>
<td>0.0733</td>
<td>0.0737</td>
<td>0.1275</td>
<td>0.1351</td>
</tr>
</tbody>
</table>

Table 3: Ablation study of different components, CL represents Contrastive Learning with cross-scenario augmentation, DR represents Disentangled Representation, and CS represents Cross-Scenario graph encoder.

<table>
<thead>
<tr>
<th>Scenario</th>
<th>Model</th>
<th>HR@100</th>
<th>HR@200</th>
<th>MRR@100</th>
<th>MRR@200</th>
<th>NDCG@100</th>
<th>NDCG@200</th>
</tr>
</thead>
<tbody>
<tr>
<td>Similar product</td>
<td>BOMGraph-SK</td>
<td>0.5314</td>
<td>0.5938</td>
<td>0.1231</td>
<td>0.1235</td>
<td>0.2042</td>
<td>0.2129</td>
</tr>
<tr>
<td>search (S)</td>
<td>w/o CL</td>
<td>0.5110</td>
<td>0.5742</td>
<td>0.1184</td>
<td>0.1189</td>
<td>0.1963</td>
<td>0.2052</td>
</tr>
<tr>
<td></td>
<td>w/o CL,DR,CS</td>
<td>0.4878</td>
<td>0.5532</td>
<td>0.1117</td>
<td>0.1121</td>
<td>0.1857</td>
<td>0.1948</td>
</tr>
<tr>
<td>Keyword search</td>
<td>BOMGraph-SK</td>
<td>0.4344</td>
<td>0.5212</td>
<td>0.0851</td>
<td>0.0858</td>
<td>0.1513</td>
<td>0.1634</td>
</tr>
<tr>
<td></td>
<td>w/o CL</td>
<td>0.4314</td>
<td>0.5197</td>
<td>0.0824</td>
<td>0.0828</td>
<td>0.1481</td>
<td>0.1614</td>
</tr>
<tr>
<td></td>
<td>w/o CL,DR,CS</td>
<td>0.4265</td>
<td>0.5185</td>
<td>0.0797</td>
<td>0.0813</td>
<td>0.1446</td>
<td>0.1579</td>
</tr>
<tr>
<td>Visual search</td>
<td>BOMGraph-SV</td>
<td>0.3526</td>
<td>0.4066</td>
<td>0.0691</td>
<td>0.0695</td>
<td>0.1246</td>
<td>0.1331</td>
</tr>
<tr>
<td>(V)</td>
<td>w/o CL</td>
<td>0.3310</td>
<td>0.3879</td>
<td>0.0651</td>
<td>0.0665</td>
<td>0.1157</td>
<td>0.1247</td>
</tr>
<tr>
<td></td>
<td>w/o CL,DR,CS</td>
<td>0.3101</td>
<td>0.3681</td>
<td>0.0596</td>
<td>0.0601</td>
<td>0.1062</td>
<td>0.1134</td>
</tr>
<tr>
<td></td>
<td>w/o CL,DR</td>
<td>0.2906</td>
<td>0.3434</td>
<td>0.0574</td>
<td>0.0577</td>
<td>0.1021</td>
<td>0.1095</td>
</tr>
</tbody>
</table>

on each dataset. However, even with two scenarios, the proposed BOMGraph significantly outperforms LasGNN, the best competitor. This observation verifies our assumption that performance on each scenario can be boosted by jointly learning multi-scenario in a unified framework. (3) In addition, we observe that LasGNN with single scenario outperforms MSGraph-SKV which combines three scenarios. This shows that simply fusing multiple scenarios is
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Table 4: Ablation results of Disentangled Representation, base: Multi-scenario graph encoder, RD: Representation Dissociation, CA: Centroid Alignment, CT: Common knowledge Transfer.

<table>
<thead>
<tr>
<th>Model</th>
<th>Similar product search</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>HR@100</td>
<td>HR@200</td>
</tr>
<tr>
<td>base+RD+CT+CA</td>
<td>0.5110</td>
<td>0.5742</td>
</tr>
<tr>
<td>base+RD+CT</td>
<td>0.5092</td>
<td>0.5726</td>
</tr>
<tr>
<td>base+RD</td>
<td>0.5010</td>
<td>0.5651</td>
</tr>
<tr>
<td>base</td>
<td>0.4878</td>
<td>0.5532</td>
</tr>
</tbody>
</table>

Figure 4: Performance of different models on all items and long-tail items, in a similar product scenario, with respect to different query bins. CL: Contrastive Learning, CL*: Contrastive Learning with cross-scenario augmentation.

<table>
<thead>
<tr>
<th>Model</th>
<th>Similar product search</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>HR@100</td>
</tr>
<tr>
<td>BOMGraph 0.9</td>
<td>0.5329</td>
</tr>
<tr>
<td>BOMGraph 0.8</td>
<td>0.5339</td>
</tr>
<tr>
<td>BOMGraph 0.7</td>
<td>0.5363</td>
</tr>
<tr>
<td>BOMGraph 0.6</td>
<td>0.5351</td>
</tr>
<tr>
<td>BOMGraph 0.5</td>
<td>0.5313</td>
</tr>
<tr>
<td>BOMGraph 0.4</td>
<td>0.5310</td>
</tr>
<tr>
<td>BOMGraph 0.3</td>
<td>0.5300</td>
</tr>
</tbody>
</table>

4.3 Ablation Study

4.3.1 Impacts of different modules in BOMGraph. To further investigate the effectiveness of the modules we proposed, we conduct an ablation study with model variants that remove different components in BOMGraph, i.e., Contrastive Learning with cross-scenario Augmentation (CL), Disentangled representation learning (DR), and Cross-Scenario graph encoder (CS). We observe the effectiveness of each component from the results in Table 3. For example, in “similar product search”, removing the Contrastive Learning with cross-scenario Augmentation (i.e., “w/o CL”), the performance is degraded by 0.0204, 0.0116, in terms of HR@100, NDCG@100, respectively. Further removing the Disentangled representation learning (i.e., “w/o CL,DR”), the performance is degraded by 0.0232, 0.0069. Further removing the Cross-Scenario graph encoder (i.e., “w/o CL,DR,CS”), BOMGraph degrades to LasGNN, and the performance is degraded by 0.0014, 0.0114. This proves the necessity of each component in capturing the cross-scenario information.

Comparing the results in Table 3 over scenarios, we observe that removing each component causes a more significant performance decline in the visual search scenario and the similar product search scenario. These two scenarios match products to more complicated queries (i.e., multi-modal queries), and the datasets are significantly more sparse than the textual search scenario. The results imply that the proposed components are potentially more beneficial for scenarios with low traffic and complex queries.

4.3.2 Impacts of Disentangled Representation Steps. To study in detail the proposed Disentangled Representation learning, we conducted model variants on the similar product search scenario. The baseline is BOMGraph-SK with only a multi-scenario graph encoder without contrastive learning. We incrementally add steps of Disentangled Representation learning to the baseline, i.e., RD: Representation Dissociation, CA: Centroid Alignment, and CT: Common knowledge Transfer. From the results in Table 4, we have observed that best performance is achieved by adding three steps of the disentangle representation learning. This demonstrates the effectiveness of disentangled representation. In general, adding each step leads to positive impacts. Comparing over the steps, Representation Dissociation yielded a large performance boost on all evaluation metrics, indicating that we were able to learn more nuanced features for representations in different scenarios. Centroid...
Alignment did not significantly improve the MRR metric, but it did lead to a notable increase in the Hit Ratio. This is a welcomed improvement, because instead of ranking one ground-truth click higher (i.e., MRR), E-commerce search aims to rank all ground-truth clicks higher (i.e., Hit Ratio).

### 4.4 Long-tail performance

To investigate the effect of cross-scenario Augmentation and contrastive learning on long-tail items, we compute the average performance of different models on all items, and the performance on long-tail items. By long-tail items, we refer to items which have less than three clicks. The experiment is conducted on similar product search scenario. We also divide queries (i.e., trigger items) into five bins based on their popularity, i.e., from lowest to highest popularity, and all the bins have equal width.

According to Figure 4, (1) search performance is significantly affected by the popularity of items and queries. In general, performance is worse on long-tail items and low-popularity queries. (2) BOMGraph achieves satisfying $HR@100 (>0.4)$ on all items and long-tail items for queries of different popularity, which proves that BOMGraph is more robust regardless of the property of queries and items. (3) By comparing the performance of BOMGraph w/o CL* (CL*: Contrastive Learning with cross-scenario augmentation) and BOMGraph w/o CL (CL: Contrastive Learning), we can see that cross-scenario augmentation is important for long-tail items, i.e., w/o CL* causes larger performance drop on long-tail items than on overall items. This verifies our assumption in Section 1 that long-tail items are diverse in different scenarios, and the proposed cross-scenario augmentation can combine the information from multiple scenarios to better handle long-tail items.

### 4.5 Impacts of of Hyper-parameters

Finally, we explore the impact of dropout probability in the Contrastive Learning module defined in Section 3.4. We use the anchor item after dropout as a positive example of the anchor item. From the results (Table 5), we find that the lower the keep probability $p_d$ is, the worse the model performs. An obvious reason is that the item embedding that loses too much information is less effective as a positive example. Besides, we find that the keeping probability of dropout layer $p_d = 0.7$ yields the best result. We argue that the reason is, discarding 30% information of the item embedding can give the model a challenging, positive sample to learn meaningful features while keeping 70% of the original item embedding provides useful clues for the model to learn more efficiently.

### 5 ONLINE PERFORMANCE

We conducted online A/B tests to compare the performance of our proposed model, BOMGraph, to that of the previous industrial solution, i.e., single-scenario model LasGNN. During the seven-day experiment, we only modified the candidate generation step by using different models to recall the top 200 items for each product query on the similar product search scenario, while keeping all other ranking steps unchanged. We compared the online real click-through rate (CTR), conversion rate (CVR) and Revenue Per Mille (RPM) to determine whether the items recalled by BOMGraph were more likely to be clicked on and purchased by users. As shown in Figure 5, in similar product search scenarios, our proposed BOMGraph-SKV consistently outperforms LasGNN in terms of CTR and RPM. In terms of CVR, it only falls behind LasGNN for one day. This may be because while our model is able to increase the click-through rate every day, it doesn’t necessarily always lead to an increase in conversion rate. However, overall, our CVR still shows improvement. As shown in Table 6, in the seven-day period, the proposed BOMGraph-SKV increased the CTR, CVR and RPM by $0.92\%$, $2.89\%$ and $2.55\%$, respectively, compared with LasGNN.

### 6 CONCLUSION

In this paper, we propose BOMGraph, which is a novel graph neural network that jointly optimize large-scale multi-scenario E-commerce search. BOMGraph has been deployed in production by Alibaba’s E-commerce search advertising platform. It consists of novel techniques to capture heterogeneous information flow across scenarios, learn scenario-robust item representations, and address the long-tail problems. We conduct extensive offline experiments on billion-scale real production data and online A/B test to demonstrate that BOMGraph outperforms state-of-the-art competitors.