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Abstract. Predicting news popularity is an essential topic in the news
industry. It is challenging because numerous factors influence public
response to the news. This paper presents F 4, a neural model to predict
news popularity by learning news embedding from global, local, long-
term and short-term factors. F 4 integrates a sentence encoding module
to represent the local context of each news story; a heterogeneous graph-
based module to capture the short-term information propagation from
current buzz words to each news story; a sequential module to extract
long-term popularity features in entity sequence; and an attention mod-
ule to learn global news-entity correlations. Extensive experiments on
real-world Chinese and English news datasets demonstrated that F 4

outperforms state-of-the-art baselines in predicting and ranking news
popularity.

1 Introduction

The development of the Internet has revolutionized the news industry. We have
seen news agencies starting online news portal services and online news apps
persistently boosting audiences. Predicting news popularity (i.e., estimating how
many people will read a particular piece of news) becomes an important topic,
and it builds the foundation for a broad spectrum of downstream tasks. For
example, based on the predicted news popularity, online news portals can opti-
mize the page layout and resource management; advertisers can tailor ads and
save costs; news recommender systems can improve recommendation quality for
news users, to name a few.

Recent years have witnessed numerous research in predicting the popular-
ity of online news, which is measured by various user behaviors, including the
number of likes [12,28], number of clicks [4], number of comments [21], num-
ber of instant messages [15], and so on. Conventional approaches are built upon
hand-crafted features, including context features and news content features [4].
They apply shallow learning models, such as Support Vector Machines [4] and
Logistic Regression [2]; topic models, such as named entity topic model [1]; and
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statistical sequence models, such as the neural hawks process [13]. As features
are costly to obtain and sometimes not accessible, modern distributed learning,
which represents each news as a numerical vector called news embedding, has
been applied in related problems such as news recommendation [26] and stock
price movement prediction [11].

However, news popularity is not easy to predict since many factors (i.e.,
global, local, long-term, and short-term factors) influence how online users
respond to a piece of news. We illustrate two example news in Fig. 1. We can
see that, news1 is more popular than news2, because (1) the content of news1
(i.e., local factors) contains terms that are current buzz words (i.e., short-term
factors) (2) news1 is related, with different association strengths (i.e., global
factors), to named entities that are consistently popular over time (i.e., long-
term factors). In this paper, we propose F 4: a news embedding learning model
from local, global, long-term, and short-term factors to predict news popularity.
(1) For long-term factors, F 4 adopts a Gated Recurrent Unit (GRU) module
on entity sequence to learn the sequential popularity embedding. (2) For the
short-term factors, F 4 adopts a heterogeneous graph-based module to propa-
gate information from current buzz words to the news. (3) For the local factors,
F 4 adopts a sentence encoder to represent the local context of each news story.
(4) For the global factors, F 4 adopts the attention mechanism to associate the
popularity of each news story with different entities. (5) F 4 incorporates the
above modules in a unified framework to make predictions by integrating all
factors.

Fig. 1. Global, local, long-term and short-term factors affect news popularity. A popu-
lar news is related to long-term popular entities and the news content contains current
buzz words.

In summary, our contributions are: (1) We propose to predict news popularity
by integrating local, global, long-term, and short-term factors. (2) We develop
neural models to learn local contextual representation, short-term popularity
propagation, long-term sequential entity popularity, and global news-entity asso-
ciations. (3) We demonstrate the effectiveness of our proposed method through
extensive experiments on real-world Chinese and English datasets.
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2 Related Work

With the development of online social networks, predicting the popularity of
online news receives much attention and has been an active research area.
Existing research generally falls into two categories. The first type forecasts
news popularity based on textual contents. Clustering method [14], regression
method [8,9], and classification method [22], have been proposed. Tatar et al. [22]
used three models, including a linear model, a linear model on a logarithmic
scale, and a constant scaling model to predict online news popularity. Stoddard
et al. [20] proposed a simple Poisson regression model to estimate the quality
of articles and found that news with higher popularity on Reddit and Hacker
News is, to a large extent, articles with higher quality. The second type focuses
on exploiting context features [4] and multi modal features [12].

The majority of previous research used the non-neural network models such
as SVM classifiers [4], logistic regression [2], Tree Regression [6], etc. Recently,
deep neural network which automatically extract vectorized numerical feature
representations have shown promising results, including Convolutional Neu-
ral Network (CNN) [19], Recurrent Neural Network (RNN) [10], Long Short-
Term Memory network(LSTM) [29], Graph Neural Network (GNN) [5], Autoen-
coder [18], and the Attention Mechanism [16]. We have seen applications of
neural network models in similar tasks such as dwell time prediction [3] and
news recommendation [27].

However, previous studies ignore the complex factors that influence the pop-
ularity of news. As we show in the following sections, purely relying on local con-
tent and missing the long-term, global entity information leads to low prediction
accuracy. On the contrary, F 4 obtains high prediction accuracy by capturing
different factors and their influence on news popularity.

3 Model

3.1 Preliminaries

Problem Definition. Suppose we have a training set D, where each train-
ing instance is a tuple < x, y >∈ D. The input for each news story is
x = {s1, s2, . . . , sN(x)}, which contains N(x) sentences. Each sentence is a
sequence of words, i.e. si = {w1,w2, . . .wM(si)}, where M(si) is the length
of si. The output label y is the normalized public response to x, i.e., y ∈ (0, 1)
(more details in Sect. 4). Our goal is to forecast ŷ for any test instance x̂.

Model Overview. Figure 2 presents the framework of F 4, which mainly con-
sists of four parts. (1) The sentence encoding module encodes the context
within each sentence of a news story to represent the local factor of popular-
ity prediction. (2) The heterogeneous graph-based news encoding mod-
ule encodes the information propagation from current buzz words to each news
story, based on a heterogeneous graph of words and sentences, to represent the
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Fig. 2. Framework overview of F 4

short-term factor of popularity prediction. (3) The sequential entity encod-
ing module encodes the sequence of news stories of an entity to represent the
long-term factor of popularity prediction. (4) The attention module captures
associations among news stories and entities to represent the global factor of
popularity prediction. (5) The prediction module makes the final prediction
by integrating all factors. We will introduce each module in the following sub-
sections.

3.2 Sentence Encoding

First, each sentence si is represented as a word embedding matrix Xsi ∈
RM(si)×DW , where M(si) is the length of sentence si, and DW is the dimen-
sion size of the word embedding vectors.

As shown in Fig. 3, the input word embedding matrix is first initialized by
pre-trained word embedding. Then, it flows through a CNN layer, which adopts
convolutional operations to capture the local n-gram features for each sentence
si. The output of the CNN component then flows through a BiLSTM layer,
which captures dependency between sentences.

3.3 Heterogeneous Graph-Based News Encoding

Inspired by heterogeneous graph [25], we construct a heterogeneous graph for
each news story, which consists of two types of nodes: word nodes and sentence
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Fig. 3. Sentence encoding

nodes. We initialize each sentence node, i.e., eS,0i ∈ RDS , for sentence si, by
the output of sentence encoder in Sect. 3.2. We initialize the word node, i.e.,
eW,0
j ∈ RDW , for the word wj , by the pre-trained word embedding vectors. We

construct an edge for each pair of word node and sentence node. We initialize
the edge vector ei↔j ∈ RDE for the link between sentence si and word wj . To
distinguish important words from common words, we first compute the TF-IDF
weight of each word in each sentence, formally, tfidfi,j = tf(i, j)/df(j), where
tf(i, j) is the number of occurrences of word j in sentence i, and df(j) is the
number of sentences that contains word j. Then we divide the TF-IDF values to
10 bins, and map each tfidf(i, j) to one vector, corresponding to one bin. The
edge vector is not updated during the encoding process.

In the l−th layer of graph neural network, we update the hidden states related
to sentence nodes by aggregating adjacent word nodes. In order to propagate the
popularity information of current buzz words to the corresponding sentence, we
first adopt graph attention[24], in Eq. 1:

zl+1
i,j = LeakyReLU

(
Wa

[
Wqe

S,l
i ‖Wke

W,l
j ‖ei↔j

])
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)
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⎛
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j
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where ‖ is the concatenation operation, σ is the sigmoid function,
Wa,Wq,Wk,Wv are trainable weights, Ni is the set of adjacent word nodes of
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sentence si, and αl+1
i,j is the attention weight between sentence node si to word

node wj . We also adopt multi-head attention. As shown in Eq. 2, suppose αl+1,k
i,j

denotes the k−th attention head,

ul+1
i = ‖Kk=1σ

⎛
⎝ ∑

j∈Ni

αk,l+1
i,j Wk

ve
W,l
i

⎞
⎠ (2)

We also add a residual connection to avoid gradient vanishing after several iter-
ations. Therefore, the hidden state of sentence node can be represented as:

eS,l+1
i = ul+1

i + eS,0i (3)

We apply similar computation to update the hidden states of word nodes in each
iteration. Finally, we apply a position-wise feed-forward (FFN) layer consisting
of two linear transformations just as Transformer[23] on all sentences to output
the news encoding.

hx = FFN
(
(eS,L1 ‖ · · · ‖eS,LN(x))

)
(4)

where N(x) is the number of sentences in news x, and L is the number of layers
in the graph neural network.

3.4 Sequential Entity Encoding

For each news story, we also extract the entities. Suppose for each news story
x, the set of entities extracted from x is O(x). We construct an entity sequence
for each entity o, i.e., co =< xo,1, · · · ,xo,T (o) >, which is the chronically ordered
sequence of news stories containing the entity, i.e., o ∈ O(xo,t), where t is the
released time of xo,t and T (o) is the number of news stories which contain
entity o.

As shown in Fig. 2, the sequential entity encoding module operates the Gated
Recurrent Unit (GRU) upon the entity sequence. We feed the GRU layer with
the hidden state by news encoding from Sect. 3.3. Then GRU adopts a reset
gate, an update gate, and a current memory gate to update the hidden state of
entity from previously released news, as in Eq. 5

zo,t = σ
(
Wz · [

hxo,t
‖ot−1

])

ro,t = σ
(
Wr · [

hxo,t
‖ot−1

])

õt = tanh
(
Wo · [

ro,tot−1‖hxo,t−1

])

ot =
(
1 − zo,t

) × ot + zo,t−1 × ˜ot−1

(5)

where Wz, Wr, Wo are learnable GRU weight matrices, and σ(·), tanh(·) are
the sigmoid and tanh activation functions, respectively.
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3.5 Attention

Since each news story is related to several entities, and each entity is related to
numerous news stories, we further adopt an attention layer to capture the global
interactions among entities and news stories. Suppose o, p are entities extracted
from news story, i.e., o ∈ O(x), p ∈ O(x), and o is the entity with the longest
sequence, i.e., o = arg maxT (o) O(x), the attention layer is designed as follows:

zo,px = LeakyReLU
(
WM

(
Wqot‖Wkpt

) )

αo,p
x =

exp (zo,px )∑
p∈O(x) exp (zo,px )

fx =
∑

p∈O(x)

σ
(
αo,p
x Wvot

)
(6)

where WM ,Wq,Wk,Wv are trainable weights.

3.6 Prediction

Finally, we can use the news representation obtained in Sect. 3.5 in Eq. 6 to feed
a towered MultiLayer Perceptron (MLP) component.

ŷ = σ

(
fN

(
· · · f2

(
f1(fx)

) · · ·
))

(7)

where fl(·) with l = 1, 2, · · · , N denotes the mapping function for the l-th hidden
layer in MLP. fl(x) = σ(Wlx+bl), where Wl and bl are learnable weight matrix
and bias vector for layer l. The activation function σ for each layer is sigmoid. We
set the size of layers (i.e., the dimensionality of x) as one-third of the previous
layers. The output layer fout(·) is similar to fl(·) and its size is the number of
selected items.

The Loss function is Mean Absolute Error(MAE), which is given by:

L =
1

|D|
∑

<x,y>∈D

( |ŷ − y| ) (8)

4 Experiment

4.1 Dataset

We used three datasets for evaluation. The statistics of the datasets are shown
in Table 1.

Disaster. We crawled 50, 000 Chinese news related to catastrophic events pub-
lished by the famous news outlet “toutiao” on the Weibo platform during 2015
to 2020 . We labeled each story (i.e., y equals to the sum of numbers of likes,
comments, and thumb-ups) at crawl time (January 2021) on Weibo for each
story. Catastrophic events mainly include earthquakes, tsunamis, floods, strong
winds, sandstorms, landslides, and typhoons occurred in China.
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Table 1. Statistics of datasets

Data #News #Words #Entity

Disaster datasets 50,000 100,000 15,000

Entertainment datasets 48,000 68,000 9,000

MIND datasets 50,000 60,000 12,000

Entertainment. We also crawled 48, 000 news, published by “toutiao” on
the Weibo platform during the year 2018 to 2020, to build a dataset on
entertainment-related topics, including movies, shows, music, celebrities, gossip,
and so on.

MIND1 is a commonly used benchmark dataset in news recommendation. We
extracted 50, 000 news which have more interactions with users. Then, we label
each story by the total number of users who browsed and clicked the news.

4.2 Experimental Setup

Data Pre-Processing. For two Chinese datasets, we used the Chinese named
entity recognition tool LAC2 to extract the factual entities. In the MIND dataset,
we retained the content and entity information of each news. In text pre-
processing, we removed emoji expressions, HTTP links, and mentions (@some-
body) in the news content. For each news, we divided the news into a set of
sentences, and we used the jieba Natural Language Processing tool3 for segmen-
tation. In Chinese datasets, we initialized word embedding vectors with 128-
dimensional pre-trained embedding from AI Tencent4. In the MIND dataset, we
initialized with 300-dimensional GloVe embedding [17]. We filtered stop words.
Sentence segmentation was conducted based on punctuation marks “.”. The
maximum number of sentences in each news story is set to 5. To eliminate
the common noise words, we further removed 10% of the vocabulary with low
TF-IDF values over the whole dataset. We used random 80%−10%−10% train-
ing/valid/test split. All the codes and data are publically available in GitHub5.

Parameters. For BiLSTM in sentence encoding, we used 2 layers, with
128−dimensional hidden states and 128−dimensional output sentence encod-
ing. For heterogeneous graph based news encoding, we used 8 attention heads,
50−dimensional edge vector, 64−dimensional hidden states in graph neu-
ral network, 512−dimensional hidden states in the 2−layer FFN to output
a 50−dimensional news encoding. For sequential entity encoding, we used

1 https://msnews.github.io/.
2 https://github.com/baidu/lac.
3 https://github.com/fxsjy/jieba.
4 https://ai.tencent.com/ailab/nlp/data/Tencent AILab ChineseEmbedding.tar.gz.
5 https://github.com/XMUDM/NewsPopularityPrediction.

https://msnews.github.io/
https://github.com/baidu/lac
https://github.com/fxsjy/jieba
https://ai.tencent.com/ailab/nlp/data/Tencent_AILab_ChineseEmbedding.tar.gz
https://github.com/XMUDM/NewsPopularityPrediction
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128−dimensional hidden states. For the news popularity prediction module, we
set the number of MLP layers to 3. During training, we used a batch size of 256
and apply Adam optimizer [7] with an initial learning rate of 5e–3. We set the
decay of learning rate until the lowest was 5e–5, and an early stop was performed
when validation loss did not decrease for three continuous epochs.

Baselines. We compared F 4 with the following baselines. (1) SVM Support
Vector Machine (SVM) was used in [2,21] on traditional bag of stemmed words
(BOW) vectors. (2) MLP+CNN Similar as [3], we implemented two CNN
layers, followed by a dense layer, on a concatenation of W2V vectors and TF-
IDF vectors. (3) LSTM We learned news representation with LSTM, where
for each news, we used a CNN component to extract local sentence encoding
vectors to feed a 3-layer LSTM. (4) BiLSTM We used a PCNN on words and
3-layer BiLSTM on sentences to get the characteristics of the news. (5) GCN
was adopted on the word-news graph.

4.3 Comparative Regression Study

To study the accuracy of predicted news popularity, we adopted regression eval-
uation metrics, including Mean Absolute Error (MAE) in Eq. 8, Root Mean
Squared Error (RMSE), and Median Absolute Error(MedAE).

RMSE =
√

1
|D|

∑
<x,y>∈D

(ŷ − y)2, MedAE = median
{|y − ŷ|} (9)

where |D| represents the number of news stories in the dataset, y is the true
popularity, ŷ is the predicted popularity, median

{|y − ŷ|} returns the median
value in the set

{|y − ŷ|}.
From Table 2, we have the following observations. (1) F 4 consistently out-

performed all baselines in terms of RMSE, MedAE, and MAE. (2) F 4 produced
robust regression performance over three datasets. (3) Besides F 4, GCN was
the second-best method in terms of RMSE, while BiLSTM produced the low-
est MedAE and MAE. This suggests that adopting a graph neural network or
sequential model per se can not guarantee a robust performance.

Table 2. Comparative Regression results of different baselines

Model Disaster dataset Entertainment dataset MIND dataset

RMSE MedAE MAE RMSE MedAE MAE RMSE MedAE MAE

SVM 0.0821 0.0246 0.0261 0.0184 0.0078 0.0103 0.1654 0.0524 0.1034

MLP+CNN 0.0704 0.0143 0.0235 0.0156 0.0047 0.0071 0.1281 0.0441 0.0725

LSTM 0.0682 0.0112 0.0167 0.0134 0.0018 0.0034 0.1238 0.0256 0.0595

BiLSTM 0.0669 0.0105 0.0159 0.0135 0.0016 0.0056 0.1338 0.0363 0.0699

GCN 0.0581 0.0121 0.0187 0.0131 0.0022 0.0035 0.1254 0.0125 0.0745

F 4 0.0424 0.0083 0.0146 0.0087 0.0006 0.0025 0.1076 0.0021 0.0359
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4.4 Comparative Ranking Study

We were also concerned about whether the order of news popularity is predicted
precisely, and we evaluated the ranking performance in terms of two evaluation
metrics. For each entity, we derived a gold-standard list of the news based on the
actual popularity. Then, we computed HR@K,NDCG@K by comparing each
method’s ranking list of predicted popularity with the gold-standard list:

HR@K =

∑K
j=1 IKj

K
, NDCG@K =

1
ZK

K∑
j=1

2relj − 1
log2(1 + j)

, (10)

where K refers to the topK ranking result, IKj returns 1 if the news story at
position j is within the topK most popular stories in the gold-standard list. ZK

is a normalizer which ensures that perfect ranking has a value of 1, relj is the
relevance score at position j. We set relj = 1 if the jth result is within the top
5 items in the gold-standard list, and relj = 0 otherwise.

In Fig. 4, We reported the average HR@5 and NDCG@5 results in three
datasets. We have three remarks. (1)F 4 consistently outperformed all competitors
in terms of both HR@5 and NDCG@5. F 4 did not only retrieve popularity news
(i.e., high HR@5) but also distinguished most and more popular news(i.e., high
NDCG@5). (2) F 4 produced robust ranking performance over different datasets.
(3) The performance of GCN is worse than that of the sequential model in
the Entertainment dataset and MIND dataset. The underlying reason is that
graph-based encoding can not capture the long-term influence of news popularity
appropriately. This observation validated our assumption of modeling the entity
sequences for news popularity prediction.

Fig. 4. Comparative ranking performance of different baselines

5 Ablation Study

In order to better understand the contributions of different modules, we con-
ducted an ablation study. (1) F 4 -entity removes the sequential entity encoding
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module in Sect. 3.4; (2) F 4 -graph removes the heterogeneous graph based news
encoding module in Sect. 3.3; (3) F 4 -both removes both the sequential entity
encoding module and the heterogeneous graph based news encoding module.

As shown in Table 3, we have the following observations. (1) F 4-entity and
F 4-graph were comparable. F 4-entity produced lower RMSE and MedAE, higher
MAE in Disaster and Entertainment Datasets, and higher RMSE and lower
MedAE and MAE in MIND dataset. This shows that the sequential entity
encoding module and the graph-based news encoding module compensate each
other, with the former capturing the long-term popularity factor while the latter
capturing the short-term popularity factor. (2) F 4-both performed significantly
worse than F 4-entity and F 4-graph in terms of most evaluation metrics. This
observation verifies the importance of the sequential entity encoding module
and the graph-based news encoding module. (3) Comparing F 4 with the rest
baselines, F 4 produced the best results in terms of all evaluation metrics across
different datasets.

Table 3. Regression performance of different modules

Model Disaster dataset Entertainment dataset MIND dataset

RMSE MedAE MAE RMSE MedAE MAE RMSE MedAE MAE

F 4-entity 0.0593 0.0126 0.0139 0.0124 0.0013 0.0029 0.1155 0.0164 0.0564

F 4-graph 0.0512 0.0098 0.0146 0.0105 0.0009 0.0031 0.1228 0.0065 0.0481

F 4-both 0.0651 0.0103 0.0156 0.0152 0.0017 0.0048 0.1272 0.0325 0.0652

F 4 0.0424 0.0083 0.0146 0.0087 0.0006 0.0025 0.1076 0.0021 0.0359

The ranking results were shown in Fig. 5, We have the following remarks.
(1) F 4-both performed the worst, while F 4 performed the best, in terms of all
ranking evaluation metrics, across different datasets. (2) F 4-entity performed
significantly worse than F 4-graph, which shows that capturing the long-term
factor in entity sequence is especially important for accurate popularity ranking.

6 Performance of Attention in Merging Entities

Finally, we evaluated the impact of the attention mechanism. We implemented
several different baselines to merge news embedding. (1) F 4-nomerge fed the
prediction module with the news encoding output by a single entity sequence.
First, we computed the TF-IDF weighting of each entity in each news story.
Then, we used one entity with the maximal TF-IDF weight to represent each
news story. Next, we implemented the sequential entity encoding module in
Sect. 3.4 and used the output of the corresponding unit of the representative
entity sequence. (2) F 4-avg used average pooling to merge the output of news
embedding in several entity sequences. (3) F 4-max used max-pooling to merge
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Fig. 5. Ranking performance of different modules

the news embedding. (4) F 4-entity used the pre-trained embedding of entities
to calculate attention weights.

As shown in Table 4, F 4 consistently performed the best in terms of regression
evaluation metrics. This indicates the effectiveness of the attention mechanism
used in merging the news embedding from various relevant entities. In addition,
F 4-entity generated the second-best RMSE results in the Disaster and MIND
dataset. However, the performance was not stable. One possible reason is that
F 4-entity calculated the attention weights based on static entity profiles and did
not reflect the dynamic nature of entity sequence.

Table 4. Regression performance of different merging strategies

Model Disaster dataset Entertainment dataset MIND dataset

RMSE MedAE MAE RMSE MedAE MAE RMSE MedAE MAE

F 4-nomerge 0.0451 0.0142 0.0149 0.0106 0.0009 0.0025 0.1134 0.0152 0.0521

F 4-avg 0.0438 0.0122 0.0149 0.0112 0.0012 0.0031 0.1326 0.0084 0.0674

F 4-max 0.0539 0.0144 0.0191 0.0091 0.0010 0.0028 0.1259 0.0249 0.0612

F 4-entity 0.0445 0.0095 0.0167 0.010 0.0011 0.0027 0.1103 0.0095 0.0498

F 4 0.0424 0.0083 0.0146 0.0087 0.0006 0.0025 0.1076 0.0021 0.0359

The ranking results are shown in Fig. 6. Again, F 4 consistently gained signif-
icant performance improvements in terms of both HR@5 and NDCG@5. Inter-
estingly, the ranking performance of F 4-nomerge was better than naive merge,
e.g., either F 4-avg or F 4-max. The underlying reason is that, though many enti-
ties are involved in a news event, they play different roles, and how to integrate
the different entities in predicting news popularity is a non-trivial task. Many
factors must be considered, including the relevance of the entity, the temporal
impact of the entity, and correlations among entities.
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Fig. 6. Ranking performance of different merging strategies

7 Conclusion

In this paper, we study the problem of news popularity prediction. We discuss
the local, global, short-term, and long-term factors that affect news popular-
ity. We present F 4, which adopts a CNN based sentence encoding module to
represent the local context of each news story; a heterogeneous graph-based
module to capture the short-term information propagation from current buzz
words to each news story; a sequential module to extract long-term popularity
features in entity sequence; and finally, an attention module to learn global news-
entity correlations. Experiments on real-world English and Chinese datasets have
demonstrated the effectiveness of F 4. In the future, we plan to investigate the
problem of forecasting public response to news events via multi-tasking, e.g.,
incorporating popularity prediction, sentiment classification, and so on.
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