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ABSTRACT
Popularity bias significantly impacts news recommendation sys-
tems, as popular news articles receive more exposure and are often
delivered to irrelevant users, resulting in unsatisfactory perfor-
mance. Existing methods have not adequately addressed the issue
of popularity bias in news recommendations, largely due to the
neglect of the time factor and the impact of news content on pop-
ularity. In this paper, we propose a novel approach called Time
and Content-aware CausalModel, namely TCCM . It models the
effects of three factors on user interaction behavior, i.e., the time
factor, the news popularity, and the matching between news con-
tent and user interest. TCCM also estimates news popularity more
accurately by incorporating the news content, i.e., the popularity
of entity and words. Causal intervention techniques are applied
to obtain debiased recommendations. Extensive experiments on
well-known benchmark datasets demonstrate that the proposed
approach outperforms a range of state-of-the-art techniques.
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1 INTRODUCTION
Personalized news recommendation is a critical technique for help-
ing users find news of interest and alleviating information overload
on online news platforms [4]. Although news recommendation
methods have been applied to many platforms, many existing news
recommendation methods suffer from popularity bias, i.e., they pre-
fer to recommend popular news rather than niche news that users
might like [1, 29]. Popularity bias not only hampers the accuracy of
personalized recommendations but also perpetuates the Matthew
effect, i.e., popular news is becoming increasingly popular [10]. This
can result in problematic phenomena such as echo chambers [5]
and filter bubbles [20]. Therefore, addressing popularity bias in
news recommendations is crucial.

Popularity bias is a common problem in recommendation sys-
tems. Existing debiased recommendation methods primarily target
non-news recommendation scenarios, such as movie or product
recommendations [3, 6, 8, 19, 24, 25]. Typically, these methods in-
corporate a popularity variable and model its influences on user
interactions. Causal interventions [13] are often applied to mitigate
the bias introduced by the popularity variable.

However, these methods are less effective in mitigating the pop-
ularity bias in news recommendations. (1) These methods do not
consider the time factor of news, whereas the news is time-sensitive.
Simply going for increased exposure to unpopular news articles,
e.g., some news that are unpopular because they are outdated, may
not be conducive to user experience. (2) These methods use non-
content statistics to estimate popularity, e.g., the number of clicks
an article receives, and the estimation does not reflect future news
popularity accurately. For example, an emerging headline message
can receive few clicks now but will be popular in the future. On the
contrary, the news content (i.e., entities and words) is related to its
future popularity. For example, hot entities such as celebrities and
disasters will likely receive more public attention in the future.

To the best of our knowledge, only one previous work [14] has
considered the issue of popularity bias in news recommendations.
This work focuses on accurately modeling user interests by debias-
ing the interaction data, i.e., filtering out the news that is clicked on
solely because it is popular. It fails to model the impact of popularity
on the recommendation results, i.e., popular news articles are more
likely to be recommended than non-popular ones.

Building on the above insights, we propose a Time and Content-
aware Causal Model (TCCM ). Firstly, we construct a novel causal
graph [12] to represent that the user interaction is affected by
three factors, i.e., the news popularity, the news timeliness, and the
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matching between the user interest and the news content. Secondly,
we design modules for learning news timeliness, news popularity,
user interest, and user-news matching. Specifically, the content
of the news, including the entities and words contained, is used
to estimate its popularity. Finally, in the inference stage, we apply
causal intervention [13] to derive debiased recommendation results.

In summary, our contributions are three-fold: (1) We consider the
time factor in mitigating news popularity bias and propose a novel
causal graph. (2) Based on the proposed causal graph, we propose
a Time and Content-aware Causal Model (TCCM ) to mitigate
news popularity bias, which consists of modules to more accurately
estimate the news timeliness and news popularity. (3) Extensive
experiments on well-known benchmark datasets demonstrate that
TCCM outperforms a range of state-of-the-art techniques.

2 RELATEDWORK
News Recommendation. Existing news recommendation meth-
ods mainly focus on ranking candidate news for a target user based
on the match between news content and user interests [33]. Cur-
rent works are mainly divided into: (1) Modeling of news content
and user interests by various Deep Neural Networks (DNN), such
as auto-encoder [11], GRU [2], CNN [23], Attention Networks [9],
etc. (2) Exploring ways to match the user and news. Typical meth-
ods of user-news matching include user and news similarity [22],
reinforcement learning-based approach to long-term total return
optimisation [32], and so on. To our knowledge, there exists only
one work [14] that considered the issue of popularity bias in news
recommendations. However, this work focuses on making user
modeling more accurate through debiased, and it adds news pop-
ularity to the recommendations without taking into account the
impact of popularity on news exposure.
Popularity bias in recommendations. Popularity bias in non-
news recommendations has recently been extensively researched [3,
6, 8, 19, 24, 25] and currently falls into threemain categories: Inverse
propensity weighting (IPW) [6, 19]. Causal embedding [3, 8]. and
Counterfactual reasoning approaches [24, 25]. However, none of
these previous methods have considered the timeliness and content
of the news when mitigating popularity bias. They may recommend
news that, although having low popularity, is already out of date.
Remarks.We differ from existing recommendation debiased meth-
ods in that we consider the timeliness of the news and avoid rec-
ommending outdated news when increasing the exposure of low-
popularity news. At the same time, we use the content of the news
to estimate its popularity, rather than simply counting the number
of clicks on the whole news. In comparison to PP-Rec, we mitigate
the effect of popularity on news exposure when making recommen-
dations, whereas PP-Rec uses news popularity and does not take
into account the bias it introduces.

3 METHODOLOGY
3.1 Causal View of News Recommendation
We first analyze the news recommendation from the view of causal-
ity, by using a causal graph which is a directed acyclic graph that
describes the causal relationships between variables [12]. As shown
in Fig. 1(a), we assume there are seven variables involved in the
news recommendation process, i.e., the node N denotes a news
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Figure 1: (a) The causal graph of the proposed TCCM . (b)
After intervention on the proposed causal graph for TCCM .

article, the node U denotes a user, the node P denotes the news
popularity, the node T denotes the news timeliness, the node C de-
notes the news content, the nodeM denotes user-content matching
scores, the node Y denotes the interaction probability.

Since a news article has three attributes, i.e., news popularity,
news timeliness, and news content, we draw the edges N → P ,
N → T , and N → C . The user prefers to click on the news that
matches his or her preference, i.e., C → M , U → M . In addition,
whether a user clicks on a news article or not is influenced by
its popularity and timeliness. Popular news is more likely to be
exposed to users, and outdated news does not get much attention
from users. So T → Y , P → Y , and M → Y .
3.2 Learning
The variables and their relationships are learned in the recommen-
dation systems. Suppose the historical interaction data is denoted as
𝐷 , which is collected in a time sequence. Let𝑈 = {𝑢1, ..., 𝑢 |𝑈 | } de-
notes all users and 𝑁 = {𝑛1, ..., 𝑛 |𝑁 | } denotes all news. Each news
is associated with a set of entities and words as {𝑒1, ..., 𝑒𝑞} and
{𝑤1, ...,𝑤𝑙 }, where the entity space is denoted by 𝐸 = {𝑒1, ..., 𝑒 |𝐸 | },
and the word space is denoted by𝑊 = {𝑤1, ...,𝑤 |𝑊 | }.

As shown in the framework of TCCM (Fig. 2), we designed
the time module, popularity module, and user-content matching
module to identify and learn from these confounding influences.
Timemodule. For a given news𝑛, the news timeliness is denoted as
𝑡𝑛 . It is defined as the duration between publish time and prediction
time, which is quantified in hours. We employ a time embedding
layer to convert 𝑡𝑛 into an embedding vector tn. The embedding
layer can map the input to a vector space, which helps the model
to better capture useful information and features.

After that, we apply a dense network (a feed-forward neural
network variant) to tn to predict the time score 𝑡

′
𝑛 . Dense networks

can further extract and learn feature representations and perform
feature fusion.

𝑡
′
𝑛 = 𝐷𝑒𝑛𝑠𝑒 (tn). (1)

Given that news articles published earlier have a lower probabil-
ity of user interaction, we compute the reciprocal value of 𝑡

′
𝑛 and

control its intensity using the parameter 𝜆. The process is defined
as follows:

𝑠𝑡𝑛 = (1/𝑡
′
𝑛)𝜆 . (2)

Popularity module. We believe that the popularity of news is
related to its content (i.e., entities and words). Thus, given a news
𝑛, we use user interactions in recent𝑚 hours to calculate near real-
time click-through rate (CTR) for each entity and word, denoted as
{𝑧𝑒1, ..., 𝑧𝑒𝑞} and {𝑧𝑤1, ..., 𝑧𝑤𝑙 }. Specifically, CTR can be calculated
as the ratio of the number of clicks on a particular entity or word
to the number of displays it receives within a given time period of
𝑚 hours. In the same way, we map the popularity of each entity
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Figure 2: The overall framework of TCCM .

and word into vectors space by popularity embedding layer ZE =

{ze1, ..., ze𝑞} and ZW = {zw1, ..., zw𝑙 }.
Then we utilize a multi-head self-attention network [21] (MHSA)

to learn the relationship between the various entities, and a multi-
head cross-attention network [14] (MHCA) to learn the relationship
between individual entities and textual contexts. We formulate the
popularity representation of each entity in the news as the sum of
the representations learned by the MHSA and MHCA networks.
Lastly, an attention network is used to aggregate the popularity
representations of each entity, as follows.

𝑀𝑢𝑙𝑡𝑖𝐻𝑒𝑎𝑑 (𝑄,𝐾,𝑉 ) = 𝐶𝑜𝑛𝑐𝑎𝑡 (ℎ𝑒𝑎𝑑1, ..., ℎ𝑒𝑎𝑑ℎ)𝑊𝑂 . (3)

ℎ𝑒𝑎𝑑𝑖 = 𝐴𝑡𝑡𝑒𝑛𝑡𝑖𝑜𝑛(𝑄𝑊𝑄

𝑖
, 𝐾𝑊𝐾

𝑖 ,𝑉𝑊
𝑉
𝑖 ) . (4)

𝑧1 = 𝑀𝑢𝑙𝑡𝑖𝐻𝑒𝑎𝑑 (ZE,ZE,ZE), 𝑧2 = 𝑀𝑢𝑙𝑡𝑖𝐻𝑒𝑎𝑑 (ZE,ZW,ZW) (5)
𝑝𝑒 = 𝐴𝑡𝑡𝑒𝑛𝑡𝑖𝑜𝑛(𝐴𝑑𝑑 (𝑧1, 𝑧2)) . (6)

Where𝑊𝑄

𝑖
,𝑊𝐾

𝑖
,𝑊𝑉

𝑖
, and𝑊𝑂 are parameter matrix.

We perform a similar operation with words, generating a word
popularity representation 𝑝𝑤 .

Finally, we obtain a unified news popularity representation by
aggregating entity and word popularity representations through
an attention network and turn it into a popularity score 𝑠𝑝𝑛 , using
the dense network.

𝑠𝑝𝑛 = 𝐷𝑒𝑛𝑠𝑒 (𝐴𝑡𝑡𝑒𝑛𝑡𝑖𝑜𝑛( [𝑝𝑒 , 𝑝𝑤])). (7)

User-content matching module. The user-content matching
module calculates a match score between the news content (i.e.,
entities and words) and the user’s preferences. In our approach,
we utilize the inner product of the user embedding and the news
embedding to calculate this match score.

𝑠𝑚𝑛 = 𝑥𝑢 · 𝑥𝑇𝑛 . (8)

where 𝑥𝑢 and 𝑥𝑛 denote the embedding of the user and the news,
we use the model from the literature [14] to learn them.
Fusion of effects. To integrate the effects of the time factor, pop-
ularity, and user interest, the outputs of the user interest module,
the time module, and the popularity module were fused into a
multiplicative fusion calculator, as follows.

𝑠𝑛 = (1 − 𝛼)𝑠𝑚𝑛 + 𝛼 (𝑠𝑝𝑛 · 𝑠𝑡𝑛) . (9)

where 𝛼 is the trainable parameter that we use to learn the user’s
propensity for timeliness and popularity of news.

3.3 Training
We trained the model with BPR loss [18]. The BPR loss maximizes
the difference between positive and negative samples to allow the
model to better learn the features of the positive samples. Formally,
the BPR loss is written as:

𝐿𝑏𝑝𝑟 = − 1
|𝐷 |

|𝐷 |∑︁
𝑛=1

log(𝜎 (𝑠𝑖𝑛 − 𝑠 𝑗𝑛)). (10)

where 𝑠𝑖𝑛 and 𝑠 𝑗𝑛 denote the scores of the 𝑛-th news positive and
negative samples respectively,𝐷 denotes the training set, and 𝜎 (·) is
the sigmoid activation function. The negative samples are sampled
randomly from all the news that the user has not interacted with.
3.4 Causal Intervention
Causal interventions [12, 13] are used to manipulate the potential
outcome of a variable by setting it to a specific value. In the pro-
posed TCCM , we intervened in the popularity module to reduce
popularity bias. By setting the effect of popularity to a low level,
we were able to obtain debiased recommendation results while
taking into account the time factor. Let 𝑆 (𝑦𝑛) be a function of the
interaction score calculated with news 𝑛, from Eq. (7) we have:

𝑠𝑛 = 𝑆 (𝑦𝑛) = (1 − 𝛼)𝑠𝑚𝑛 + 𝛼 (𝑠𝑝𝑛 · 𝑠𝑡𝑛) . (11)

Intervening on popularity will cut off the relationship between news
and its popularity, as shown in Fig. 1(b). After the intervention, the
score can be calculated as follows:

𝑆 (𝑦𝑛 |𝑑𝑜 (𝑃)) = 𝑆 (𝑦𝑛 |𝑃 ′) = (1 − 𝛼)𝑠𝑚𝑛 + 𝛼 (𝑠𝑝′𝑛 · 𝑠𝑡𝑛). (12)

4 EXPERIMENTS
In this section, we conduct experiments to answer the following
research questions. RQ1: Does TCCM mitigate the popularity bias
in news recommendations and outperform other methods? RQ2:
How do the time module and the popularity module affect the
performance?
4.1 Experimental Setup
Dataset. Our experiments are conducted on a real-world open
dataset MIND1, which is constructed from user click logs of Mi-
crosoft News2. The publisher randomly sampled one million users
with at least five news clicks recorded over six weeks from October
12 to November 22, 2019, and generated 1 million impression logs.
Implementation. In our experiments, the time, entity popular-
ity and word popularity embeddings are randomly initialized 200-
dimensional vectors. News representations and user representa-
tions are 400-dimensional vectors obtained using the model in
literature [14]. All multi-headed attention networks were set to 20
attention heads with an output dimension of 20 for each attention
head. More details are provided in the source codes3.
Metrics. To evaluate the accuracy of the recommendation, we used
three metrics, i.e., Area Under Curve (𝐴𝑈𝐶), Mean Reciprocal Rank
(𝑀𝑅𝑅), and Normalized Discounted Cumulative Gain (𝑁𝐷𝐶𝐺@5 &
𝑁𝐷𝐶𝐺@10), which are commonly used evaluation metrics in [7, 17,
27, 30]. Higher values of 𝐴𝑈𝐶 , 𝑀𝑅𝑅, 𝑁𝐷𝐶𝐺@5, and 𝑁𝐷𝐶𝐺@10
indicate more accurate recommendation results. In addition, we
1https://msnews.github.io
2https://microsoftnews.msn.com
3https://github.com/XFastDataLab/TCCM
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Table 1: Performance of different methods

AUC MRR NDCG@5 NDCG@10 PRU

NPA 0.6713 0.3290 0.3575 0.4145 0.2922
NAML 0.6722 0.3301 0.3583 0.4154 0.2298
NRMS 0.6808 0.3343 0.3618 0.4207 0.2734
LSTUR 0.6835 0.3348 0.3639 0.4216 0.2176
FUM 0.7001 0.3445 0.3752 0.4318 0.2619
CAUM 0.7004 0.3461 0.3780 0.4348 0.2728
MACR 0.6895 0.3358 0.3672 0.4265 0.2225
PP-Rec 0.7092 0.3914 0.4377 0.4996 0.1506
TCCM 0.7220 0.4193 0.4682 0.5361 0.1128

used 𝑃𝑅𝑈 [34] to measure whether the recommendations are biased
towards popular news, which is used in [31, 34]. Lower values of
𝑃𝑅𝑈 values indicate less biased recommendations.
Competitors. We compared TCCM with two groups of methods:

Personalized news recommendation methods consist of (1-3)
NPA [27], NAML [26], NRMS [28]: learn the news and user represen-
tations by different personalized attention networks; (4) LSTUR [2]:
the short-term and long-term interests of users are modeled by GRU
and user ID respectively; (5) FUM [15]: connects clicked news into
a long document and transforms user modeling into a document
modeling task; (6) CAUM [16]: incorporates candidate news into
user modeling to better match candidate news and user interests.

Popularity de-biasing methods consist of: (1) MACR [25]: uses
counterfactual reasoning methods to address popularity bias for
the recommender system. MACR is not specifically designed for
news recommendations; (2) PP-Rec [14]: combines news popularity
to overcome cold starts and diversity issues and uses popularity-
aware user encoders to remove popularity bias from user behavior.
For all these competitors, we used the open-source implementation
provided in the authors’ paper and tuned it to the optimal result.
4.2 Comparative Performance
From Table 1, we observe the following. Comparison with per-
sonalized news recommendation methods: (1) TCCM consistently
outperforms all competing models across all evaluation metrics,
achieving the highest𝑀𝑅𝑅, 𝑁𝐷𝐶𝐺@5, 𝑁𝐷𝐶𝐺@10, and the lowest
𝑃𝑅𝑈 . This underscores the ability of TCCM to reduce popularity
bias while ensuring accurate news recommendations. (2) When
compared to personalized recommendation models, news popu-
larity debiased models like TCCM and PP-Rec show a significant
performance improvement on 𝑀𝑅𝑅, 𝑁𝐷𝐶𝐺@5, 𝑁𝐷𝐶𝐺@10, and
𝑃𝑅𝑈 . These results highlight the crucial role of mitigating popular-
ity bias in news recommendations.

Comparison with popularity debiased methods: Compared to
MARC and PP-Rec, TCCM exhibits superior performance. This
advantage can be attributed to TCCM ’s consideration of both
time factor and the impact of news content on popularity when
alleviating popularity bias. Moreover, non-news recommendation
models such as MARC, which rely on ID embedding to model news
and users, may not be as effective, given that it does not incorporate
content modeling. And PP-Rec fails to consider popularitymay have
an impact on the recommendation results.
4.3 Ablation Study
Assessing the Overall Impact of the Time Module and Popu-
larity Module. To evaluate the collective contribution of the time

MRR NDCG@5 NDCG@10 PRU
W/O Time    0.3746 0.4188 0.4792 0.2164
TCCM  0.4193 0.4682 0.5361 0.1128

MRR NDCG@5 NDCG@10 PRU
Only Clic  0.3746 0.4188 0.4792 0.2164
Entities  0.4102 0.4585 0.5267 0.1224
Entities     0.4193 0.4682 0.5361 0.1128
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Figure 3: Performance of TCCM with and without time and
popularity module.
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Figure 4: Performance of different implementations.
module and the popularity module, we conducted an ablation study.
In this study, we removed both the disentangled operations and the
content-based popularity estimation from TCCM , while keeping
the other parts unchanged. Subsequent evaluation of these models,
as presented in Fig. 3, showed an increase in recommendation ac-
curacy and a decrease in popularity bias. These results suggest that
the inclusion of time factors and estimating popularity based on
news content effectively reduce popularity bias, leading to more
meaningful recommendations.
Investigating the Individual Impacts of the TimeModule and
Popularity Module. To assess the separate contributions of the
time module and the popularity module, we modified the imple-
mentation strategy for TCCM , while keeping all other components
constant. The revised strategies are as follows: (1) Only Click: Here,
news popularity is estimated based solely on the number of clicks
on the news. (2) Entities & Words: This strategy combines the popu-
larity of entities and words to estimate news popularity. (3) Entities
& Words & Time: This approach takes into account time factors
along with content-based popularity estimates.

From the results depicted in Fig. 4, wemake two key observations:
(1) The performance of the Only Click method is unsatisfactory,
suggesting that estimating news popularity based solely on clicks,
without considering content, is insufficient. (2) The performance of
the Entities & Words method is outdone by the Entities & Words &
Time approach, demonstrating that incorporating the time factor
significantly improves the performance of TCCM in news recom-
mendation.

5 CONCLUSION
In this paper, we propose TCCM , a novel method that tackles pop-
ularity bias in news recommendations, which considers the time
factor and the impact of news content on popularity. It learns the
effects of the time factor, popularity, and user-content matching.
Through causal intervention, we generate debiased recommenda-
tion results. Experimental results demonstrate the superiority of
our approach, highlighting its effectiveness in mitigating popularity
bias and providing more accurate news recommendations.
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